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INTRODUZIONE 
 

di Francesca Bergianti e Silvia Grappi 
 
 
 
 
 
 
 

Negli ultimi anni l’intelligenza artificiale generativa (GenAI) è emersa come una 
delle innovazioni più rilevanti nel panorama tecnologico contemporaneo, atti-
rando l’attenzione non solo degli studiosi e delle imprese, ma anche dell’opinione 
pubblica. La sua peculiarità consiste nella capacità di generare contenuti nuovi e 
inediti (testi, immagini, suoni, video) a partire dall’addestramento di modelli di ap-
prendimento complessi. Si tratta di un salto qualitativo rispetto alle forme prece-
denti di intelligenza artificiale, tradizionalmente focalizzate sull’analisi e la previ-
sione: GenAI non si limita a riconoscere pattern esistenti, ma genera output che 
imitano le produzioni culturali umane. Questo spiega la rapidità con cui strumenti 
come ChatGPT, DALL·E, Midjourney o Copilot hanno raggiunto milioni di 
utenti, diventando in pochi mesi parte integrante delle attività quotidiane di indivi-
dui e organizzazioni, segnalando che ci troviamo di fronte a un cambiamento non 
solo tecnologico, ma anche culturale e sociale, destinato a ridefinire le dinamiche 
di consumo e le modalità di interazione con i brand. 

L’impatto di GenAI va infatti ben oltre il piano tecnico. La possibilità per 
chiunque di generare contenuti sofisticati con un semplice input linguistico ridise-
gna le tradizionali divisioni tra produttori e consumatori. L’esperienza di consumo 
non si limita più a un atto passivo di fruizione, ma si configura come processo 
attivo di co-creazione, nel quale l’utente partecipa direttamente alla produzione di 
ciò che consuma. Questa trasformazione apre scenari di grande interesse per il 
marketing, per la comunicazione e per lo studio delle pratiche culturali, poiché 
mette in discussione ruoli, competenze e valori consolidati. Al tempo stesso, il 
consumatore che diventa parte centrale del processo di produzione solleva nuove 
questioni etiche, che lo vedono coinvolto in prima persona. 

Le opportunità offerte da GenAI sono molteplici e comprendono la possi-
bilità di stimolare la creatività individuale, di personalizzare servizi e contenuti, 
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di incrementare l’efficienza operativa e di democratizzare l’accesso a capacità 
espressive prima riservate a professionisti. Tuttavia, accanto a questi potenziali 
benefici emergono numerose criticità. Gli utenti si confrontano con interroga-
tivi legati all’autenticità e al valore dei contenuti prodotti, alla trasparenza dei 
processi di generazione, alla qualità e provenienza dei dati di addestramento, 
nonché ai rischi di manipolazione e disinformazione. Non si tratta di problemi 
marginali, ma di dilemmi etici che toccano la fiducia nelle tecnologie e la loro 
accettazione sociale (Niu e Mvondo, 2024).  

La letteratura accademica ha iniziato a occuparsi di questi temi, ma spesso 
privilegiando la prospettiva organizzativa e manageriale, mentre resta ancora 
frammentaria l’analisi del lato consumer. Molti studi indagano come le aziende 
possano integrare GenAI nei propri processi interni o come i foundation models 
stiano trasformando la ricerca e l’innovazione (Bommasani et al., 2021 Solai-
man, 2023). Minore attenzione è stata invece dedicata a come i consumatori 
percepiscano tali tecnologie, quali aspettative sviluppino, quali timori nutrano 
e quali barriere incontrino nella loro adozione. È proprio questo vuoto che 
rende necessario uno studio specifico: comprendere la prospettiva dei consu-
matori non solo arricchisce la conoscenza scientifica, ma rappresenta un pas-
saggio imprescindibile per un’adozione responsabile e sostenibile di GenAI. 

L’esperienza del consumatore, infatti, non è neutrale né uniforme. Alcuni 
accolgono con entusiasmo la possibilità di superare limiti creativi o di sempli-
ficare attività complesse; altri percepiscono un senso di perdita di controllo, 
temendo che la tecnologia riduca la loro autonomia decisionale o produca con-
tenuti privi di originalità. In molti casi, queste percezioni contrastanti coesi-
stono, generando ambivalenze che si riflettono nelle pratiche quotidiane, nei 
giudizi espressi sui contenuti e nelle aspettative riposte nei brand che scelgono 
di integrare tali strumenti nei propri servizi. Comprendere queste ambivalenze 
significa anche riconoscere che l’esperienza di consumo non può essere ana-
lizzata senza la lente etica, perché i valori etico-morali, come la trasparenza, 
l’equità e la responsabilità, orientano sempre più le scelte dei consumatori. 

In questo scenario, infatti, sono di centrale rilevanza le questioni etiche che 
accompagnano l’adozione di GenAI. In particolare, la produzione di contenuti 
sintetici solleva interrogativi sulla veridicità delle informazioni, sulla traspa-
renza dei processi e sulla possibilità di bias e discriminazioni. Si discute di re-
sponsabilità e governance, di diritti di proprietà intellettuale e di protezione dei 
dati, di implicazioni socio-economiche e di sostenibilità ambientale (Hagen-
dorff, 2024). Questi dilemmi si inseriscono nel più ampio dibattito sul marke-
ting etico, che richiama il ruolo delle imprese nel costruire relazioni di fiducia 
eque e responsabili con i consumatori. Sebbene tali questioni etiche siano già 
oggetto di dibattito teorico nella letteratura, gli approfondimenti lato consumer 
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restano ancora un campo inesplorato. Non sappiamo fino a che punto queste 
criticità siano effettivamente percepite dai consumatori, né quali possano es-
sere i loro effetti sui comportamenti di consumo. È a partire da questa lacuna 
che prende forma la riflessione proposta dalla monografia. 

Il lavoro si articola lungo un percorso che, partendo dall’analisi del contesto 
consumer, affronta progressivamente le questioni etiche, il ruolo del consumo 
responsabile e i risultati di due studi empirici, uno qualitativo e uno sperimen-
tale, per poi giungere alle implicazioni manageriali e di policy. Il primo capitolo 
presenta GenAI e le sue principali applicazioni rivolte ai consumatori, eviden-
ziando i cambiamenti nei comportamenti d’uso e le barriere percepite all’ado-
zione. Il secondo capitolo propone una mappa dei rischi etici emergenti, af-
frontando temi quali trasparenza, veridicità, inclusività, responsabilità, privacy 
e proprietà intellettuale, fino a considerare gli impatti socio-economici e am-
bientali. Il terzo capitolo introduce la prospettiva del consumo etico, collo-
cando la riflessione su GenAI nel quadro degli studi sul marketing etico e sul 
consumo responsabile. I capitoli quarto e quinto presentano due ricerche em-
piriche: un’indagine qualitativa sulle percezioni, aspettative e preoccupazioni 
dei consumatori e uno studio sperimentale volto a misurare l’effetto delle que-
stioni etiche sulla propensione all’uso di GenAI. In questo percorso, il marke-
ting etico funge da lente che tiene insieme le dimensioni del consumo e le sfide 
etiche di GenAI, orientando l’analisi verso criteri di adozione più consapevole 
e responsabile. Infine, il capitolo conclusivo raccoglie le implicazioni pratiche 
e teoriche, offrendo strategie di adozione responsabile per le imprese, racco-
mandazioni per i policymaker volte a garantire trasparenza e fiducia, e inclu-
dendo al tempo stesso una riflessione sulle prospettive di ricerca futura. 

Copyright © 2025 by FrancoAngeli s.r.l., Milano, Italy. ISBN 9788835184737



 

Copyright © 2025 by FrancoAngeli s.r.l., Milano, Italy. ISBN 9788835184737



13 

1 
GENAI E NUOVE DINAMICHE  

DEL CONSUMO DIGITALE  
 

di Francesca Bergianti e Silvia Grappi 
 
 
 
 
 
 

1.1. Introduzione 
 
Negli ultimi anni, l’intelligenza artificiale generativa (GenAI) è emersa come 

una delle tecnologie più influenti e pervasivamente integrate nelle pratiche quo-
tidiane di individui e organizzazioni. Strumenti come ChatGPT, DALL·E, Mi-
djourney o Synthesia non solo hanno ampliato le possibilità creative e opera-
tive, ma stanno ridefinendo in profondità il modo in cui i consumatori intera-
giscono con i brand, compiono decisioni di acquisto, valutano la credibilità dei 
contenuti e partecipano alla produzione culturale. 

Questo primo capitolo intende fornire una panoramica sistematica dell’im-
patto di GenAI sulla dimensione consumer, proponendo una doppia lettura: da 
un lato, evidenziando i principali ambiti applicativi rivolti ai consumatori; 
dall’altro, analizzando i cambiamenti nei comportamenti e nelle aspettative de-
gli utenti rispetto all’esperienza d’uso di queste tecnologie. 

L’obiettivo è porre le basi per comprendere non solo le opportunità aperte 
da GenAI nel marketing e nella comunicazione, ma anche le tensioni e le am-
biguità che ne derivano. Tali tensioni – tra autonomia e delega, creatività e 
automazione, autenticità e artificio – costituiscono il terreno su cui si innestano 
le principali problematiche etiche analizzate nel Capitolo 2. In questo senso, 
l’indagine del rapporto tra GenAI e consumo rappresenta un passaggio preli-
minare ma imprescindibile per affrontare in modo critico le sfide di un’ado-
zione responsabile della tecnologia. 
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1.2. Cos’è la Generative AI 
 
Nonostante la crescente rilevanza dell’intelligenza artificiale generativa o 

Generative AI (GenAI), non esiste ad oggi una definizione univoca del termine 
che raccolga un consenso condiviso, né in ambito accademico né in quello 
professionale. Le definizioni variano a seconda del contesto applicativo, degli 
obiettivi d’uso e delle prospettive tecniche, sociali o filosofiche da cui la si os-
serva. In generale, per poter comprendere cosa sia la Generative AI, è necessario 
prima introdurre il concetto di intelligenza artificiale (AI), e scomporre poi l’in-
tera gerarchia dei sotto-domini dell’AI (Figura 1). 
 
Figura 1 – Diagramma di Venn che rappresenta i sotto-domini dell’AI 

 

Fonte: elaborazione degli autori a partire da Misra (2024) 
 
In questo contesto, definiremo l’intelligenza artificiale (AI) come l’insieme 

di tecnologie informatiche progettate per eseguire compiti che normalmente 
richiedono l’intelligenza umana, come la comprensione del linguaggio naturale, 
la percezione visiva, il ragionamento logico e l’apprendimento dall’esperienza 
(Kalota, 2024). L’AI mira a riprodurre capacità cognitive umane attraverso mo-
delli algoritmici che apprendono da dati e interazioni, caratteristica che la rende 
applicabile a contesti educativi, aziendali e creativi (Kalota, 2024; Korteling et 
al., 2021). L’AI comprende una varietà di tecniche, tra cui natural language pro-
cessing, machine learning, deep learning e reti neurali artificiali, che permettono alle 
macchine di apprendere dai dati e migliorare le proprie prestazioni nel tempo 
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senza intervento umano diretto (Jaggia et al., 2023; Microsoft, 2023). Nell’at-
tuale contesto digitale, l’AI è presente in una vasta gamma di applicazioni quo-
tidiane, che spaziano dagli assistenti virtuali ai sistemi di raccomandazione, fino 
a includere tecnologie più complesse come i veicoli a guida autonoma. 

Il natural language processing (NLP) è un ramo dell’AI che si concentra sulla 
progettazione e l’utilizzo di programmi informatici per analizzare e generare il 
linguaggio umano. L’obiettivo del NLP è quello di comprendere e generare i 
linguaggi degli esseri umani, in modo che una macchina sia in grado di inter-
pretare “naturalmente” ciò che dice un utente (Kalota, 2024). 

Il machine learning (ML) costituisce una branca dell’intelligenza artificiale che si 
concentra sullo sviluppo di sistemi capaci di individuare e interiorizzare schemi 
significativi a partire dai dati. Con il tempo, questi sistemi affinano le proprie 
prestazioni grazie a feedback mirati o all’esperienza accumulata. Gli algoritmi di 
ML permettono alle macchine di riconoscere regolarità e, successivamente, di 
formulare previsioni o prendere decisioni anche di fronte a dati nuovi o mai in-
contrati (Misra, 2024). Tra gli esempi più comuni di applicazioni basate sul ma-
chine learning troviamo i filtri antispam per le e‑mail, i sistemi di raccomanda-
zione personalizzata e le funzioni di suggerimento testuale predittivo. 

Il deep learning (DL) rappresenta un’area specializzata del machine learning che 
impiega reti neurali caratterizzate da numerosi strati (da qui il termine “deep”) per 
individuare schemi estremamente complessi all’interno di grandi insiemi di dati. 
Queste architetture sono ispirate alla struttura e, in parte, al funzionamento del 
cervello umano, e consentono ai sistemi di apprendere concetti astratti quando 
vengono addestrati su grandi quantità di informazioni. Grazie a tali capacità, le 
macchine possono riconoscere categorie specifiche di immagini, interpretare il 
linguaggio parlato e persino affrontare compiti che richiedono prestazioni supe-
riori a quelle umane. Gran parte delle più recenti conquiste dell’intelligenza arti-
ficiale, come i progressi nell’elaborazione delle immagini e nella comprensione 
del linguaggio naturale, si basa proprio sul DL (Misra, 2024). 

Partendo da queste nozioni di base, l’intelligenza artificiale generativa, può 
essere definita come una branca specifica del deep learning in cui le reti neurali 
vengono addestrate con l’obiettivo di generare nuovi contenuti – come imma-
gini, testi, musica e molto altro – apprendendo le caratteristiche fondamentali 
dei dati su cui sono state formate. A differenza dell’approccio più tradizionale 
del deep learning, che si concentra principalmente sull’analisi dei dati e sulla pre-
visione di risultati specifici, GenAI mira a produrre dati inediti che mantengano 
però le proprietà essenziali dei dati originali (Kalota, 2024; McKinsey e Com-
pany, 2021; Misra, 2024). Un esempio tipico è una rete neurale addestrata su 
fotografie di persone reali, in grado poi di creare immagini realistiche di indivi-
dui che in realtà non esistono. Questa tecnologia è alla base di innovazioni 
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come l’arte generata dall’AI, chatbot capaci di scrivere saggi complessi e soft-
ware musicali in grado di comporre brani originali. La sua evoluzione è stata 
resa possibile soprattutto dalla disponibilità crescente di enormi quantità di dati 
accessibili online nell’era digitale (Misra, 2024). 

Ronge et al. (2025) propongono una distinzione tra l’uso del termine GenAI 
nel discorso pubblico e in quello tecnico. Nel primo caso, il termine GenAI 
viene spesso utilizzato in modo ampio per indicare sistemi di intelligenza arti-
ficiale in grado di creare nuovi contenuti simili a quelli prodotti dagli esseri 
umani. GenAI viene associata a capacità creative, innovazione e potenzialità di 
trasformazione in diversi settori, ma la sua definizione resta vaga e soggetta a 
interpretazioni differenti. Dal punto di vista tecnico, invece, non si parla di 
GenAI in senso stretto ma ci si riferisce principalmente ai modelli generativi, 
intesi come modelli statistici che cercano di approssimare la distribuzione di 
probabilità sottostante data una serie di campioni di dati e possono essere usati, 
nel caso di GenAI, per generare nuove istanze casuali di questa distribuzione 
di probabilità appresa (Feuerriegel et al., 2024; Ng e Jordan, 2001; Ronge et al., 
2025). Tuttavia, anche in questo caso, gli autori sottolineano che non esiste 
ancora una definizione tecnica universalmente accettata di GenAI e che, in 
ogni caso, un approccio puramente tecnico non può essere sufficiente per co-
gliere la complessità e le implicazioni sociali di questi sistemi.  

Per superare questa limitazione, Ronge et al. (2025) propongono di definire 
GenAI sulla base di quattro dimensioni fondamentali che la caratterizzano, al 
di là delle sue basi tecniche: la multi-modalità, l’interazione, la flessibilità e la 
produttività.  

Per multi-modalità si intende la capacità di un sistema di operare su diffe-
renti tipi di dati. Le tre modalità più frequentemente associate a GenAI sono il 
testo (sia in forma linguistica che di codice), l’immagine (o il video) e il suono 
(come la musica o il parlato). La caratteristica peculiare di questi sistemi risiede 
nella capacità di integrare e gestire tali modalità in modo dinamico e accessibile, 
favorendo un’interazione naturale e produttiva con gli esseri umani e contri-
buendo a una progressiva integrazione dell’AI nella vita quotidiana. La multi-
modalità rappresenta dunque un fattore cruciale nella definizione di un sistema 
come GenAI; tuttavia, essa non è da sola sufficiente. Oltre alla presenza di 
modalità interpretabili dall’essere umano, è infatti necessaria una flessibilità in-
terattiva tra input e output, che consenta un dialogo adattivo e non rigidamente 
predefinito tra l’utente e il sistema (Ronge et al., 2025). 

Per interazione si intende la capacità dei sistemi di GenAI di interagire di-
namicamente con gli utenti o altri sistemi. Le capacità interattive intuitive co-
stituiscono una delle caratteristiche distintive di GenAI, rendendola particolar-
mente accessibile anche a utenti privi di competenze tecniche. Questa accessi-
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bilità interattiva è potenziata dalla naturale tendenza umana all’antropomorfiz-
zazione, ovvero all’attribuzione di caratteristiche, intenzioni ed emozioni 
umane a entità non umane, rendendo tali sistemi più comprensibili, accettabili 
ed efficaci (Salles et al., 2020). I modelli linguistici costituiscono l’esempio più 
evidente di tale dinamica: essi generano testo leggibile e coerente, e tanto mag-
giore è la loro capacità di comprendere input complessi, tanto più risultano 
adottabili dagli utenti. Un altro aspetto fondamentale delle capacità interattive 
di GenAI è la possibilità di riutilizzare il proprio output come input per cicli 
generativi successivi. Ciò consente, ad esempio, ai modelli linguistici di soste-
nere conversazioni coerenti nel tempo, o ai generatori di immagini di modifi-
care output preesistenti in base a nuovi prompt. Questa caratteristica di auto-
applicazione iterativa, che si distingue dai meccanismi di ricorsione interni ad 
altri modelli di AI, è resa possibile proprio grazie all’interazione mediata con 
l’utente e alle modalità accessibili impiegate (Ronge et al., 2025). La combina-
zione di modalità comprensibili, interazione intuitiva e capacità di auto-appli-
cazione genera un circolo virtuoso che favorisce la diffusione e il perfeziona-
mento continuo dei sistemi di GenAI (Bommasani et al., 2021). 

Per flessibilità, si intende l’adattabilità dei sistemi di GenAI a diversi compiti 
e contesti. Questo elemento è centrale nella distinzione di GenAI rispetto alle 
precedenti tecnologie di intelligenza artificiale. I modelli attuali, infatti, si di-
stinguono per una generale adattabilità. I cosiddetti foundation models, come 
GPT, sono in grado di simulare conversazioni su qualsiasi argomento, imitare 
stili di scrittura, risolvere problemi complessi e svolgere compiti eterogenei, 
offrendo così un livello di flessibilità senza precedenti. Lo stesso vale per i ge-
neratori di immagini: se in passato le capacità dell’AI in merito erano circo-
scritte, oggi strumenti come Stable Diffusion possono produrre un’enorme va-
rietà di immagini, adattandosi anche a stili artistici molto specifici. Questo 
obiettivo di flessibilità, simile a quella cognitiva umana, riflette implicitamente 
una concezione antropomorfica di GenAI. 

Infine, con il termine produttività si intende la capacità di GenAI di contri-
buire in modo significativo a compiti professionali e personali, migliorando 
efficienza, versatilità e qualità dei risultati. La produttività rappresenta un 
aspetto distintivo di GenAI, non tanto per le caratteristiche tecniche intrinse-
che dei modelli, quanto per il modo in cui questi vengono utilizzati nei più 
diversi ambiti applicativi. La combinazione dei tre fattori precedentemente ci-
tati (multi-modalità, interazione e flessibilità) consente infatti l’impiego di Ge-
nAI in una vasta gamma di contesti, promuovendone l’adozione trasversale, 
dalla finanza alle scienze della vita. I benefici in termini di produttività non si 
limitano alle metriche economiche, ma includono anche l’aumento dell’output 
creativo e l’ottimizzazione di attività non strettamente lavorative. Sebbene la 
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produttività sia da intendersi come risultato delle altre tre dimensioni, essa ne 
rafforza a sua volta il valore, mostrando come tutte e quattro si influenzino 
reciprocamente e costituiscano strutture fondamentali per comprendere l’im-
patto attuale di GenAI (Ronge et al., 2025). 

 
 

1.3. Principali differenze tra GenAI e AI 
 
Sebbene la Generative AI si basi su tecnologie di deep learning, essa si distingue 

in modo significativo rispetto alle applicazioni di AI tradizionale. Le differenze 
emergono su diversi aspetti fondamentali: funzionalità e obiettivi, ambiti di ap-
plicazione, dati utilizzati per l’addestramento, modalità di fruizione e utilizza-
tori finali. Tali differenze sono spiegate di seguito e riassunte nella Tabella 1. 

Per quanto riguarda la funzionalità e gli obiettivi di base, la Generative AI è 
progettata per apprendere le proprietà essenziali dei dati di addestramento e 
utilizzarle per generare contenuti nuovi e realistici, come testi, codice, musica, 
audio, video o dati sintetici. L’AI tradizionale, invece, è orientata principal-
mente a prevedere risultati specifici partendo da pattern storici individuati nei 
dati, come ad esempio stimare la valutazione che un utente potrebbe attribuire 
a un film. 

In merito agli ambiti di applicazione, GenAI trova impiego in contesti ca-
ratterizzati da risultati aperti e non predeterminati, come la risposta a domande 
complesse o la creazione di immagini, audio e video completamente nuovi. 
L’AI tradizionale, al contrario, è generalmente utilizzata in scenari in cui l’obiet-
tivo è ben definito e circoscritto, come il rilevamento di frodi, l’individuazione 
di anomalie in immagini mediche o la capacità di giocare a scacchi. 

Per quanto concerne i dati di addestramento, i modelli generativi vengono 
addestrati su vastissime quantità di dati raccolti dal web, integrati da piccoli set 
di dati specifici per casi d’uso particolari. I modelli tradizionali, invece, richie-
dono grandi quantità di dati accuratamente etichettati e selezionati, calibrati per 
uno scopo preciso. 

Infine, GenAI è tipicamente accessibile attraverso interfacce più “umane”, 
come chatbot e piattaforme web che permettono un’interazione diretta in lin-
guaggio naturale. L’AI tradizionale, invece, è di norma integrata in applicazioni 
dedicate a specifici utilizzi, come reportistica avanzata, dashboard di business 
intelligence, piattaforme di e‑commerce o servizi di streaming. 

Infine, un’ulteriore distinzione riguarda le competenze richieste per l’uti-
lizzo di queste tecnologie. La Generative AI può essere sfruttata e adattata anche 
da utenti privi di conoscenze tecniche approfondite, grazie all’uso di interfacce 
semplici e all’addestramento tramite linguaggio naturale. L’AI tradizionale, al 
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contrario, richiede competenze specialistiche e conoscenze avanzate nell’am-
bito dell’intelligenza artificiale per essere sviluppata e implementata in modo 
efficace (Kalota, 2024; Misra, 2024). 

 
Tabella 1 – Principali differenze tra GenAI e AI 

 GenAI AI 

Funzionalità Genera nuovi contenuti realistici (testo, im-
magini, audio, dati, ecc.). 

Analizza dati e predice risultati specifici. 

Ambiti di 
applicazione 

Contesti con risultati aperti: creazione di 
immagini, testi, video, risposte complesse. 

Contesti con output definiti: rilevamento ano-
malie, analisi predittiva, classificazione. 

Dati per 
l’addestramento 

Ampi dataset raccolti dal web e dati speci-
fici per singoli casi. 

Dataset curati ed etichettati per compiti precisi. 

Modalità di 
fruizione 

Interfacce interattive e “umane” (chatbot, 
app web). 

Integrata in applicazioni verticali (dashboard, si-
stemi di business intelligence, e-commerce). 

Utenti finali Utilizzabile anche da utenti senza compe-
tenze tecniche. 

Richiede competenze AI specialistiche. 

Fonte: elaborazione degli autori 
 
 
1.4. Applicazioni consumer di GenAI 

 
L’intelligenza artificiale generativa esercita oggi un’influenza sempre più perva-

siva sull’intera società, incidendo tanto sulle pratiche individuali quanto sulle stra-
tegie di imprese e organizzazioni. Se da un lato essa viene talvolta percepita come 
una possibile sostituta del lavoro umano, dall’altro si afferma come strumento ca-
pace di affiancare e potenziare attività quotidiane e professionali, offrendo nuove 
opportunità di espressione, efficienza e innovazione (Kalota, 2024). 

Negli ultimi tempi, in particolare, la Generative AI ha trovato ampio spazio 
anche nelle applicazioni rivolte direttamente ai consumatori finali, trasfor-
mando modalità d’interazione, produzione di contenuti e personalizzazione 
dei servizi. Se nelle prime fasi di sviluppo l’intelligenza artificiale era preva-
lentemente utilizzata in contesti industriali o altamente specialistici, oggi 
l’adozione di modelli generativi sta ridefinendo l’esperienza quotidiana di mi-
lioni di persone. Dai chatbot integrati nei servizi di assistenza clienti, capaci 
di sostenere conversazioni sempre più naturali, agli strumenti di generazione 
automatica di immagini, testi e musica utilizzati da creator e professionisti del 
marketing, GenAI amplia le possibilità di espressione e consumo digitale. 
Non si limita a supportare processi esistenti: li arricchisce e, in alcuni casi, li 
rivoluziona, consentendo livelli inediti di co-creazione tra utenti e sistemi tec-
nologici. A seguire, vengono presentate alcune tra le principali applicazioni 
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consumer che mostrano con chiarezza l’impatto trasformativo di GenAI sul 
marketing e sulle dinamiche di fruizione dei contenuti. 

Un primo esempio è rappresentato dai chatbot e dagli assistenti virtuali, 
ormai diffusi nei servizi di assistenza e nei processi di acquisto. A differenza 
dei tradizionali sistemi basati su regole e risposte predefinite, i chatbot poten-
ziati da modelli generativi riescono a sostenere conversazioni più naturali, com-
prendendo meglio le richieste dell’utente e adattando le risposte in tempo reale. 
Questi sistemi non si limitano più a fornire informazioni statiche, ma possono 
suggerire prodotti, risolvere problemi complessi, assistere nella compilazione 
di documenti o persino co-creare contenuti con il cliente. In ambito marketing, 
ciò significa esperienze di servizio più coinvolgenti e personalizzate, con un 
impatto positivo sulla soddisfazione e sulla fedeltà dei consumatori (Kim e Pri-
luck, 2025; Kondybayeva et al., 2024; Kshetri et al., 2024). 

Un secondo campo di applicazione riguarda la generazione automatica di 
testi, immagini, video e musica. Modelli come GPT per la scrittura, DALL·E 
o Midjourney per la creazione di immagini, e piattaforme musicali come Juke-
box di OpenAI permettono agli utenti di produrre testi, illustrazioni, video o 
brani musicali senza competenze tecniche avanzate. Ciò ha un impatto signifi-
cativo nel mondo dei social media e della content creation: brand e creator pos-
sono realizzare in tempi rapidi campagne personalizzate, sperimentare varianti 
creative e ottimizzare i messaggi per il proprio pubblico di riferimento, ridu-
cendo al contempo tempi e costi di produzione e portando ad una migliorata 
esperienza utente (Wen e Laporte, 2025). Non solo, il consumatore stesso di-
venta fruitore diretto di queste applicazioni nel suo quotidiano, utilizzandole 
come supporto in una vasta gamma di attività. Sempre più consumatori impie-
gano questi strumenti per redigere e revisionare testi (ad esempio, per rispon-
dere a e-mail in modo più rapido ed efficace), per organizzare il proprio tempo 
libero (come, ad esempio, organizzare l’itinerario di una vacanza), per intratte-
nimento, o per dar sfogo alle proprie inclinazioni creative. In ambito lavorativo 
personale, vengono utilizzati per preparare presentazioni, bozze di report e do-
cumenti, mentre in contesti educativi possono facilitare l’apprendimento e l’ap-
profondimento di tematiche specialistiche. Tali usi quotidiani testimoniano 
come l’intelligenza artificiale generativa non sia soltanto una leva per l’effi-
cienza delle organizzazioni, ma stia trasformando anche il modo in cui gli in-
dividui affrontano attività creative e operative nella vita di tutti i giorni (Fui-
Hoon Nah et al., 2023; Oluwafemi, 2024). 

Un ulteriore esempio significativo è rappresentato dai sistemi di raccoman-
dazione tradizionalmente impiegati da piattaforme di e-commerce e servizi di 
streaming, che stanno evolvendo grazie a GenAI. Se in passato questi algoritmi 
si limitavano a suggerire articoli o contenuti basandosi su comportamenti e 
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acquisti precedenti, i modelli generativi consentono oggi di creare esperienze 
più dinamiche: generano descrizioni personalizzate, presentano simulazioni 
d’uso e possono addirittura produrre anteprime su misura per ciascun utente. 
In questo modo non ci si limita più a proporre alternative simili, ma si costrui-
scono veri e propri scenari narrativi che stimolano la curiosità e la propensione 
all’acquisto (Oluwafemi, 2024; Patil et al., 2024). 

Infine, ancora più radicale è l’impatto di GenAI nella costruzione della cu-
stomer journey. La capacità di adattare in tempo reale contenuti, offerte e intera-
zioni alle caratteristiche di ciascun individuo apre la strada a una “personaliz-
zazione estrema”, in cui il confine tra comunicazione di massa e relazione in-
dividuale tende a dissolversi. Non si tratta soltanto di segmentare il pubblico 
in gruppi, ma di creare contenuti, offerte e messaggi che si adattano alle carat-
teristiche e alle preferenze di ciascun individuo. Questo approccio consente di 
costruire esperienze uniche, in cui il cliente percepisce un dialogo autentico e 
rilevante con il brand, con conseguente incremento dell’efficacia delle campa-
gne e del tasso di conversione (Patil et al., 2024). 

Le applicazioni consumer di GenAI illustrate in precedenza mostrano con 
chiarezza come questa tecnologia non si limiti a fornire strumenti innovativi 
alle imprese, ma intervenga in maniera significativa anche nelle pratiche quoti-
diane dei singoli individui. Dai chatbot integrati nei servizi di customer care 
agli strumenti per la generazione automatica di testi, immagini, video e musica, 
fino ai sistemi di raccomandazione e alla personalizzazione estrema della custo-
mer journey, GenAI modifica il modo in cui i consumatori interagiscono con i 
contenuti e con i brand. 

Queste prime applicazioni rivelano soprattutto un insieme di benefici di 
tipo esperienziale, che si manifestano mentre il consumatore fruisce di servizi 
o contenuti. Si tratta di vantaggi che potremmo definire “passivi”, perché legati 
a un miglioramento immediato della qualità dell’esperienza, senza richiedere 
un ruolo particolarmente attivo da parte dell’utente. I chatbot potenziati 
dall’AI, ad esempio, rendono l’interazione con i servizi di assistenza più fluida 
e naturale; i sistemi di generazione automatica di contenuti permettono di ac-
cedere a testi o immagini personalizzate senza particolari competenze tecniche; 
i motori di raccomandazione avanzati arricchiscono la navigazione con sugge-
rimenti mirati, e così via. In tutti questi casi, il consumatore beneficia di un 
valore aggiunto mentre consuma un contenuto o utilizza un servizio, senza 
dover assumere un ruolo di produzione o di intervento diretto. 

Tuttavia, la vera portata trasformativa di questa tecnologia emerge quando 
l’utente non rimane un semplice fruitore, ma diventa attore attivo, impiegando 
GenAI come risorsa per ampliare le proprie capacità creative, cognitive e ope-
rative. È in questa prospettiva che le cinque leve individuate da Misra (2024) 
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assumono particolare rilevanza, delineando le modalità attraverso cui GenAI 
crea valore aggiunto per i consumatori. 

La prima leva è rappresentata dalla stimolazione della creatività. Gli stru-
menti generativi non si limitano a offrire contenuti preconfezionati, ma diven-
tano veri e propri partner nei processi di ideazione: forniscono spunti inediti, 
suggeriscono combinazioni originali di idee preesistenti e aiutano a superare i 
blocchi creativi. In questo senso, GenAI agisce come catalizzatore di processi 
inventivi, rendendo accessibili forme di sperimentazione che, in assenza di tali 
strumenti, richiederebbero competenze tecniche avanzate o tempi molto più 
lunghi. L’utente non è più solamente destinatario di creatività altrui, ma diventa 
sviluppatore attivo di nuove soluzioni espressive. 

La seconda leva riguarda la personalizzazione delle esperienze, che si mani-
festa nel dialogo diretto tra utente e GenAI. A differenza degli algoritmi di 
raccomandazione tradizionali, che operavano in modo prevalentemente pas-
sivo suggerendo contenuti simili a quelli già fruiti, i modelli generativi permet-
tono all’utente di plasmare interazioni su misura, chiedendo al sistema di adat-
tarsi a stili, preferenze e obiettivi personali. La personalizzazione diventa così 
il frutto di una negoziazione attiva: l’utente formula input e GenAI risponde 
modulando il contenuto in maniera sempre più fine, costruendo esperienze 
percepite come autentiche e pertinenti. 

La terza leva è la maggiore efficienza e produttività. L’utente può utilizzare 
GenAI come strumento operativo per automatizzare compiti ripetitivi e a 
basso valore aggiunto, come la stesura di riassunti, la generazione di codice di 
base o la gestione di richieste standard. In ambito lavorativo, ad esempio, que-
sto significa ridurre i tempi di esecuzione, liberare risorse per attività più com-
plesse e, in generale, aumentare la capacità di concentrare energie su processi 
ad alto impatto. L’efficienza non è quindi un beneficio “esterno” che la tecno-
logia produce sul consumatore, ma un effetto diretto dell’uso attivo che l’utente 
fa di GenAI per ottimizzare il proprio lavoro. 

La quarta leva è la capacità di innovazione e problem solving. GenAI permette 
agli utenti di affrontare problemi complessi attraverso processi iterativi accele-
rati, fornendo in tempi ridotti simulazioni, alternative e possibili soluzioni. Ap-
plicazioni in ambiti come la ricerca farmaceutica o la modellizzazione climatica 
mostrano come, pur essendo concepita per un uso generalista, GenAI possa 
diventare strumento di indagine avanzata. In questo caso, il consumatore attivo 
non è solo colui che semplifica attività quotidiane, ma un vero e proprio agente 
di innovazione che, attraverso l’uso della tecnologia, amplia le proprie capacità 
di esplorazione e scoperta. 

La quinta leva è l’analisi su larga scala. L’utente che sfrutta GenAI non si 
limita a ricevere contenuti personalizzati, ma può impiegarla per processare 
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enormi volumi di dati, estrarre pattern ricorrenti, individuare tendenze e ot-
tenere sintesi comprensibili di fenomeni complessi. Ciò che prima richiedeva 
metodologie statistiche sofisticate e competenze avanzate, diventa accessibile 
anche a chi non dispone di una formazione specialistica. In questo senso, 
GenAI democratizza l’analisi dei dati, trasformando l’utente-consumatore in 
un interprete attivo di scenari complessi, capace di prendere decisioni più 
informate e strategiche (Misra, 2024). 

Considerate nel loro insieme, queste cinque dimensioni mostrano come il 
valore generato da GenAI non risieda soltanto nella capacità di arricchire 
l’esperienza di consumo, ma soprattutto nel modo in cui essa abilita gli indivi-
dui a diventare co-creatori, risolutori di problemi e innovatori attivi. L’utente 
non si limita più a ricevere passivamente contenuti o servizi, ma sfrutta la tec-
nologia per espandere le proprie capacità, assumendo un ruolo centrale nei 
processi creativi, produttivi e decisionali. 

Tuttavia, è importante sottolineare che questo slittamento verso un consu-
matore più attivo non è privo di implicazioni critiche. La possibilità di deman-
dare a GenAI compiti cognitivi, decisionali e creativi solleva interrogativi sulla 
misura in cui gli individui mantengano il senso di autonomia e di controllo nelle 
proprie scelte. In parallelo, la crescente co-creazione tra umani e sistemi gene-
rativi rimette in discussione concetti fondamentali quali autenticità, originalità 
e fiducia nei contenuti prodotti. Le prime evidenze empiriche circa queste tra-
sformazioni saranno analizzate di seguito.  

 
 
1.5. Cambiamenti nei comportamenti di consumo: prime evidenze 
 

L’utilizzo sempre più diffuso delle tecnologie generative, descritto nel para-
grafo precedente, e la loro progressiva integrazione nella vita quotidiana degli 
individui stanno determinando trasformazioni significative nei comportamenti 
di consumo. Non si tratta soltanto di nuovi strumenti, ma di un diverso modo 
di interagire con l’informazione, con i contenuti e con i brand. Da un punto di 
vista accademico, la letteratura sta iniziando a esplorare sistematicamente que-
sti cambiamenti, evidenziando fenomeni quali una crescente automazione del 
pensiero e un conseguente minor senso di controllo percepito da parte degli 
utenti, così come nuove modalità di valutazione delle fonti, pratiche di co‑crea-
zione e una ridefinizione dei concetti di autenticità e originalità. 

L’integrazione sempre più pervasiva dei servizi di intelligenza artificiale ge-
nerativa nei processi decisionali dei consumatori ha sollevato crescenti interro-
gativi riguardo all’autonomia percepita, intesa come la misura in cui gli indivi-
dui si percepiscono come attori attivi nel processo decisionale mediato dall’AI 
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(Wertenbroch et al., 2020). Nelle interazioni mediate dall’intelligenza artificiale, 
infatti, l’autonomia può riferirsi sia all’indipendenza del sistema sia alla capacità 
percepita dell’utente di compiere scelte autonome; è quest’ultima dimensione 
ad assumere maggiore rilievo per i comportamenti di consumo (Frank e Otter-
bring, 2024). L’autonomia percepita dipende dal livello di controllo e di in-
fluenza che i consumatori ritengono di avere sugli esiti delle decisioni (Mac-
kenzie, 2014) e costituisce un bisogno psicologico fondamentale, in grado di 
alimentare motivazione intrinseca e coinvolgimento (Xia et al., 2022), contri-
buendo inoltre al benessere individuale (Gaggioli et al., 2017). Tuttavia, diversi 
studi sottolineano come l’uso di sistemi generativi possa rinforzare la perce-
zione che “la macchina sappia meglio”, riducendo il senso di agency e alimen-
tando forme di automazione del pensiero (Grote e Berens, 2020; McDougall, 
2019). Tale riduzione di autonomia percepita non è priva di conseguenze: essa 
incide direttamente sulla fiducia, sulla soddisfazione e sulla propensione a con-
tinuare a interagire con i servizi AI (Fan e Liu, 2022; Hyman et al., 2023). 

Accanto al tema dell’autonomia si colloca quello del controllo percepito, 
ossia la fiducia nella propria capacità di influenzare i risultati (Cai et al., 2019; 
Choi e Ji, 2015). Sebbene strettamente connessi, autonomia e controllo non 
sono concetti sovrapponibili: la prima riguarda la libertà di scelta, mentre il 
secondo attiene alla prevedibilità e alla gestione dell’esito (Goodie e Fortune, 
2013; Moore e Ohtsuka, 1999). La letteratura evidenzia come il controllo per-
cepito costituisca un predittore chiave dell’intenzione d’uso delle tecnologie 
AI. Quando gli individui percepiscono di avere competenze, risorse e supporto 
istituzionale adeguati, aumenta la loro propensione ad adottare e utilizzare con-
cretamente questi strumenti (Dingel et al., 2024; Laksani, 2023; Li et al., 2024a). 
Ad esempio, studi recenti confermano che, nel contesto educativo, il controllo 
percepito influenza significativamente l’uso effettivo di GenAI, poiché gli stu-
denti che si percepiscono competenti e supportati convertono più facilmente 
le intenzioni d’uso in comportamenti concreti (Falebita e Kok, 2025; Polypor-
tis, 2024). Al contrario, una bassa percezione di controllo può limitare l’engage-
ment e rafforzare l’idea che i processi siano gestiti interamente dal sistema. Ul-
teriori ricerche segnalano inoltre che gli utenti sperimentano una minore fami-
liarità e un diverso grado di controllo quando utilizzano chatbot basati su mo-
delli linguistici di grandi dimensioni, rispetto ai motori di ricerca tradizionali, e 
risultano più propensi a condividere informazioni personali con questi ultimi 
(Kim e Priluck, 2025).  

In altre parole, autonomia e controllo percepito rappresentano due dimen-
sioni psicologiche chiave che condizionano non solo l’adozione di GenAI, ma 
anche la qualità complessiva dell’esperienza di consumo: più un utente perce-
pisce agency, più sarà disposto a integrare stabilmente questi strumenti nelle pro-
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prie pratiche quotidiane. Quindi, se da un lato i servizi di GenAI offrono effi-
cienza e comodità, dall’altro rischiano di alimentare un processo di automa-
zione del pensiero che riduce sia l’autonomia sia il controllo percepito dagli 
utenti, con implicazioni dirette sulla soddisfazione e sull’adozione continuativa 
delle tecnologie stesse. 

La riflessione sull’autonomia e sul controllo introduce direttamente un se-
condo tema cruciale: quello della fiducia. Come accennato, l’utilizzo sempre 
più pervasivo di tecnologie generative ha ricadute significative anche sulla fi-
ducia dei consumatori nei confronti delle informazioni che consumano e delle 
fonti da cui esse provengono. La letteratura distingue due principali dimensioni 
della fiducia nell’intelligenza artificiale e nelle sue applicazioni: da un lato la fi-
ducia di tipo umano, legata alla percezione che la tecnologia incorpori valori 
sociali, etici e norme di correttezza; dall’altro la fiducia nella funzionalità, che 
riguarda la competenza tecnica, l’affidabilità e la sicurezza del sistema (Choung 
et al., 2023a; Lee e See, 2004).  

Queste due dimensioni influenzano in modo diverso i comportamenti di con-
sumo. La fiducia di tipo umano stimola un legame emotivo con la tecnologia e 
alimenta percezioni di equità e trasparenza, mentre la fiducia funzionale sostiene 
valutazioni razionali sulla capacità del sistema di fornire risposte utili e accurate. 
In uno studio recente, Choung et al. (2023a) dimostrano che entrambe le dimen-
sioni di fiducia incidono in maniera significativa sulla percezione di utilità, sull’at-
teggiamento positivo verso la tecnologia e, in ultima analisi, sull’intenzione di 
utilizzo. Tuttavia, la fiducia nella funzionalità mostra un impatto complessivo 
maggiore, suggerendo che, per il consumatore, la sicurezza e l’efficacia del si-
stema risultano determinanti più forti rispetto agli aspetti antropomorfici nel de-
terminare la continuità d’uso e l’accettazione complessiva della tecnologia nel 
comportamento quotidiano di consumo (Choung et al., 2023a).  

Parallelamente, è necessario sottolineare che in un contesto in cui le appli-
cazioni digitali basate su Internet rappresentano un canale cruciale per la ricerca 
e la verifica delle informazioni, la credibilità delle fonti e dei contenuti è diven-
tata un tema centrale (Luo et al., 2022; Winter e Krämer, 2014). GenAI, pro-
ducendo contenuti senza intervento umano, espone gli utenti a rischi aggiun-
tivi, poiché è noto che tali sistemi possano generare output errati o “allucinati” 
(Borji, 2023; Jang e Lukasiewicz, 2023; Shen et al., 2023). Una recente indagine 
mostra che gli utenti attribuiscono livelli di credibilità simili ai contenuti indi-
pendentemente dall’interfaccia (ad esempio, interfaccia di ChatGPT, interfac-
cia di Wikipedia, o testo grezzo) e dall’origine del testo (umano o generato da 
AI), arrivando addirittura a percepire i testi generati da AI come più chiari e 
coinvolgenti, senza riconoscerne le differenze in termini di competenza e affi-
dabilità (Huschens et al., 2023). Tali risultati mettono in luce un fenomeno in 
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parte preoccupante: gli utenti tendono a consumare contenuti senza interro-
garsi criticamente sulla loro provenienza, facilitando la diffusione di informa-
zioni potenzialmente scorrette e riducendo la capacità di valutare le fonti in 
modo autonomo.  

In questo quadro, l’adozione crescente di contenuti generati da AI rischia 
di trasformare profondamente i comportamenti di consumo informativo: da 
un lato rafforzando l’affidamento funzionale alla tecnologia, dall’altro ero-
dendo progressivamente le competenze critiche necessarie a valutare l’affida-
bilità delle fonti. 

Un ulteriore cambiamento nei comportamenti di consumo reso evidente dalla 
diffusione di GenAI riguarda il ruolo attivo degli utenti nei processi di co-crea-
zione di contenuti, fenomeno che rafforza la transizione del consumatore in “pro-
sumer”. Con il termine prosumer, si intende un individuo che ricopre contempora-
neamente il ruolo di consumatore e di produttore. Non si limita a utilizzare un 
prodotto, ma condivide le proprie esperienze e competenze maturate durante 
l’uso, fornisce suggerimenti e contribuisce attivamente al miglioramento di pro-
dotti e servizi (Walaszczyk et al., 2024). La letteratura sottolinea come lo sviluppo 
e l’adozione dell’intelligenza artificiale dipendano in misura significativa da pratiche 
di co-creazione che vedono consumatori, brand e sviluppatori collaborare lungo 
la catena del valore (AlSanad et al., 2025; Krinkin et al., 2023).  

Questa trasformazione del consumatore in prosumer non rimane un con-
cetto astratto, ma trova applicazione concreta in molteplici contesti. Allo stesso 
tempo, gli strumenti basati su AI favoriscono questo coinvolgimento attivo 
attraverso una comunicazione più efficace, una maggiore personalizzazione e 
risposte adattive, creando ambienti collaborativi più ricchi. Studi recenti evi-
denziano, ad esempio, come chatbot e assistenti basati su AI generativa miglio-
rino l’engagement offrendo raccomandazioni personalizzate e favorendo così un 
ambiente di co-creazione più interattivo (Ranjan e Upadhyay, 2025). Analoga-
mente, nel settore del turismo, interazioni con sistemi AI sono state associate 
a emozioni positive e a un accresciuto senso di partecipazione alla costruzione 
dell’esperienza (Nannelli et al., 2023).  

Anche nei contesti creativi l’AI non agisce più soltanto come strumento 
passivo ma come co-creatore: diversi studi dimostrano come algoritmi genera-
tivi siano in grado di proporre idee e output artistici innovativi, abilitando mo-
dalità inedite di espressione e collaborazione tra umani e macchine (Li et al., 
2024b; Nikolić e Bertin, 2023; Zhan et al., 2023). Inoltre, quando gli utenti col-
laborano con l’intelligenza artificiale anziché utilizzarla come semplice tool, si 
osserva un incremento significativo sia della creatività percepita sia della sod-
disfazione (McCormack et al., 2020). Questi risultati trovano riscontro in altri 
ambiti, dalla sanità all’educazione, dove l’AI viene impiegata per personalizzare 
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percorsi e stimolare nuove forme di pensiero critico e creativo (Carvalho et al., 
2022; Ross et al., 2023).  

Nel complesso, tali dinamiche non si limitano a incidere sul progresso tec-
nologico, ma ridisegnano i modelli di interazione tra imprese e consumatori, 
aprendo la strada a nuove logiche collaborative in cui la generazione di valore 
è condivisa. Ed è proprio in questo contesto che emergono con forza i dibattiti 
sull’autenticità e sull’originalità dei contenuti generati, temi che rappresentano 
un nodo cruciale nella comprensione dei comportamenti di consumo mediati 
dall’AI e che meritano un approfondimento specifico. 

In prospettiva, la capacità di integrare meccanismi di co-creazione nei ser-
vizi AI appare cruciale anche per le strategie aziendali: tali tecnologie possono 
abilitare collaborazioni B2B, B2C e interistituzionali più efficaci, ottimizzare 
risorse e migliorare l’esperienza complessiva, con ricadute dirette sulla soddi-
sfazione del cliente (Kolagar et al., 2024; Zhan et al., 2023). Infine, la letteratura 
sottolinea come la co-creazione supportata dall’AI contribuisca a decisioni più 
informate (Kondapaka et al., 2023; Ratia et al., 2019), a esperienze sempre più 
personalizzate (Fan e Liu, 2022) e, in prospettiva, possa persino favorire inizia-
tive di sostenibilità, riduzione dei consumi energetici e sviluppo dell’economia 
circolare (Berigüete et al., 2024; Parimita et al., 2025). 

Il fenomeno della co-creazione apre inevitabilmente la strada a nuovi dibattiti 
sul significato di autenticità e originalità nel consumo mediato da intelligenza ar-
tificiale. Studi su applicazioni mobili brandizzate dimostrano, ad esempio, che 
la percezione di autenticità media in modo significativo i processi di co-crea-
zione, soprattutto tra i consumatori più giovani (Vo et al., 2024). La letteratura 
evidenzia da tempo che l’autenticità rappresenta un driver centrale per atteggia-
menti e comportamenti positivi verso i brand (Hollebeek e Macky, 2019; Mou-
lard et al., 2015). Essa è stata concettualizzata come genuinità, sincerità e onestà, 
qualità che arricchiscono l’esperienza di consumo (Kim et al., 2020). Nel contesto 
tecnologico, il concetto di autenticità assume sfumature diverse: ad esempio, un 
touchpoint AI è considerato autentico se riesce a simulare l’esperienza di un am-
biente fisico (Alimamy e Al-Imamy, 2022), se esprime tratti umani come emo-
zioni e aspirazioni (Rese et al., 2020) o se è in grado di utilizzare un linguaggio 
naturale convincente (Wuenderlich e Paluch, 2017). Inoltre, l’autenticità perce-
pita richiede che l’AI fornisca informazioni affidabili, non distorte commercial-
mente, e che dichiari apertamente il proprio scopo, altrimenti i consumatori pos-
sono percepire una perdita di controllo (Sax et al., 2018). 

In questo contesto tuttavia l’ascesa di GenAI, capace di generare testi, im-
magini, audio e video, introduce nuove tensioni: come sottolineato da Wahid 
et al. (2023) e Silver et al. (2021), l’automazione di attività creative tradizional-
mente umane può ridurre la percezione di autenticità e compromettere l’accet-
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tazione della tecnologia. Studi recenti mostrano che i consumatori attribui-
scono un valore identitario al consumo di autenticità (Beverland e Farrelly, 
2010), che si traduce in fiducia (Moulard et al., 2016) e atteggiamenti favorevoli 
verso il brand (Lee e Johnson, 2022; Morhart et al., 2015), con effetti positivi 
su eWOM (passaparola elettronico) e intenzioni d’acquisto (Kumar e Kaushal, 
2021; Park et al., 2023). Ricerche recenti segnalano a tal proposito reazioni ne-
gative dei consumatori: Brüns e Meißner (2024) evidenziano che l’avviso 
dell’uso di GenAI nella creazione di contenuti può ridurre la percezione di au-
tenticità del brand e generare atteggiamenti meno favorevoli. Tali effetti risul-
tano mitigati quando GenAI viene presentata come supporto all’attività umana, 
anziché come sostituto completo. 

Questi interrogativi investono anche la dimensione dell’originalità. Un’inda-
gine qualitativa condotta da Inie et al. (2023) su professionisti creativi rivela scet-
ticismo verso la capacità dell’AI di produrre output autenticamente originali, poi-
ché i sistemi generativi attingono da dati preesistenti. Gli intervistati dichiarano 
infatti di non considerare l’AI convincente né autentica nei campi artistici. D’al-
tro canto, De Freitas et al. (2025) evidenziano come l’uso dei modelli generativi 
per la fase di ideazione possa ampliare la gamma di idee, rendendole più articolate 
e favorendo la creatività umana. Tali strumenti, grazie alla loro capacità di gene-
rare rapidamente molteplici spunti su domini semantici distanti, possono incre-
mentare l’originalità delle proposte; tuttavia, dopo un certo punto, l’apporto di 
idee veramente uniche tende a stabilizzarsi e possono emergere fenomeni di “hal-
lucination” (ovvero output privi di senso e del tutto imprecisi) e una riduzione 
della diversità complessiva. Nel complesso, l’adozione di GenAI sta quindi ride-
finendo le aspettative dei consumatori rispetto a ciò che considerano autentico e 
originale. Il valore percepito non deriva più soltanto dalla qualità intrinseca del 
contenuto, ma anche dalla trasparenza del processo creativo e dalla percezione 
di un reale coinvolgimento umano dietro la tecnologia.  

In definitiva, l’adozione di GenAI non modifica soltanto i processi tecnici 
di produzione e fruizione dei contenuti, ma trasforma i presupposti stessi del 
consumo contemporaneo: l’autonomia e il controllo degli individui, la fiducia 
nelle fonti, la possibilità di co-creare valore e le nuove sensibilità legate ad au-
tenticità e originalità. Queste dimensioni, intrecciandosi tra loro, mostrano 
come GenAI non sia soltanto una tecnologia, ma un catalizzatore di profondi 
mutamenti culturali e sociali. 
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1.6. Barriere e criticità nell’adozione di GenAI da parte dei consu-
matori 

 
Sebbene le applicazioni di GenAI abbiano suscitato entusiasmo e rapide 

ondate di adozione tra i consumatori, stanno emergendo anche segnali di cau-
tela, diffidenza e frizione. Le prime reazioni degli utenti finali indicano che, 
accanto agli usi quotidiani e alle opportunità percepite, prendono forma anche 
una serie di timori legati alla complessità, all’opacità e all’impatto sociale di 
queste tecnologie. Tuttavia, la letteratura accademica sul tema è ancora in fase 
esplorativa, e mancano studi sistematici che analizzino le resistenze e le barriere 
all’adozione di GenAI dal punto di vista esperienziale dei consumatori. 

Uno degli obiettivi centrali di questa monografia è proprio quello di colmare 
in parte questa lacuna, attraverso un duplice percorso empirico: da un lato, 
mediante uno studio qualitativo volto a esplorare in profondità le percezioni e 
i dilemmi etici avvertiti dagli utenti; dall’altro, tramite un’indagine quantitativa 
volta a misurare l’incidenza di alcuni fattori nei confronti dell’intenzione d’uso 
delle tecnologie generative. 

In questa sezione vengono delineate alcune tra le principali preoccupazioni 
finora rilevate nella letteratura e nei primi studi settoriali, utili per contestualiz-
zare l’analisi empirica proposta nei capitoli successivi, ovvero: l’overload infor-
mativo, l’ansia tecnologica, l’opacità del processo decisionale dell’AI e l’ero-
sione della fiducia nei confronti dei brand che adottano l’AI in modo poco 
trasparente. 

Tra le principali reazioni critiche all’adozione di GenAI, inizia a emergere con 
chiarezza il tema del sovraccarico informativo percepito. Sebbene questa tecno-
logia sia spesso presentata come un potente strumento di supporto decisionale e 
di incremento della produttività, recenti studi evidenziano effetti collaterali non 
trascurabili sul benessere cognitivo degli utenti. In ambito lavorativo, ad esem-
pio, è stato osservato che l’utilizzo dell’intelligenza artificiale migliora le presta-
zioni e facilita l’acquisizione di conoscenze, ma al contempo può generare un 
eccesso di informazioni tale da compromettere la concentrazione degli individui, 
ostacolando la performance complessiva e il recupero mentale (Shao et al., 2024). 
Il rischio, infatti, è che l’integrazione continua di strumenti generativi nella quo-
tidianità professionale e personale inneschi sovraccarichi cognitivi sempre più 
frequenti, i quali possono aggravare stati di ansia preesistenti o favorirne l’insor-
genza (Cengiz e Peker, 2025; Kim et al., 2025; Li e Huang, 2020). 

L’effetto paradossale è che, pur agendo da acceleratori di efficienza, gli stru-
menti di GenAI finiscono talvolta per minare la capacità degli utenti di gestire 
e filtrare l’informazione in modo sostenibile. Diversi autori parlano, a tal pro-
posito, di “stress digitale” associato all’interazione con tecnologie AI, un feno-
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meno che si manifesta con livelli elevati di tensione psicologica e instabilità 
emotiva (Chuang et al., 2025; Lițan, 2025; Stănescu e Romașcanu, 2024). Come 
riportato anche dal Financial Times, l’intelligenza artificiale possiede certamente 
il potenziale per migliorare la produttività, ma pone anche rischi significativi 
per la salute mentale dei lavoratori, soprattutto se introdotta senza adeguate 
misure di accompagnamento e formazione (Roulet, 2025). 

In continuità con il tema del sovraccarico informativo, un’altra barriera 
emergente all’adozione di GenAI è rappresentata dall’ansia tecnologica. Seb-
bene molte delle preoccupazioni odierne possano apparire specifiche dell’at-
tuale panorama tecnologico, esse ricalcano schemi storici già osservati in cor-
rispondenza di transizioni dirompenti, dalla Rivoluzione Industriale all’avvento 
delle tecnologie digitali (Frenkenberg e Hochman, 2025). In tutti questi casi, le 
ansie collettive sono spesso alimentate da paure legate alla perdita di controllo, 
allo smarrimento dell’identità umana e all’erosione delle norme sociali consoli-
date. Nel contesto contemporaneo, tali timori si esprimono in forme diverse 
di disagio come la technophobia (paura delle nuove tecnologie), la computer an-
xiety (disagio nell’interazione uomo-macchina) e il technostress, ovvero l’incapa-
cità di adattarsi al cambiamento tecnologico, con implicazioni rilevanti per la 
salute mentale e il comportamento dei consumatori (Bondanini, 2020; Brod, 
1984; Frenkenberg e Hochman, 2025; Steelman e Tislar, 2019). 

Recentemente, il concetto di AI anxiety è stato oggetto di crescente atten-
zione accademica. Questo termine designa lo stato di ansia e stress generato 
dalla difficoltà, percepita o reale, di comprendere e dominare le tecnologie di 
intelligenza artificiale, in particolare rispetto alle sue conseguenze future in am-
bito lavorativo e sociale (Chen et al., 2025; Johnson e Verdicchio, 2017; Kaia et 
al., 2024). L’incertezza rispetto al rischio di sostituzione occupazionale e alla 
necessità di aggiornamento continuo delle competenze ha amplificato tali ti-
mori tra i consumatori (Alkhalifah et al., 2024; Frey e Osborne, 2017). Fren-
kenberg e Hochman (2025) propongono una distinzione utile tra due forme 
complementari di ansia da AI: l’ansia anticipatoria, che riguarda l’apprensione 
verso le possibili trasformazioni future, e l’ansia da annichilimento, che esprime 
timori più profondi circa l’erosione dell’identità e dell’autonomia umana. Men-
tre una moderata interazione con le tecnologie può contribuire ad alleviare tali 
ansie, un’eccessiva dipendenza rischia di intensificarle. 

In risposta a questi sentimenti di incertezza, emergono strategie di coping che 
hanno ripercussioni dirette sul comportamento di consumo. Secondo la consu-
mer decision theory, infatti, gli stati emotivi influenzano significativamente le scelte 
d’acquisto, e l’ansia può portare i consumatori a investire in beni o servizi che 
offrano sollievo emotivo o strumenti di adattamento (Chen et al., 2025; Ho-
ward e Sheth, 1969). Un esempio è il crescente fenomeno del knowledge payment, 
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ovvero la tendenza a pagare per accedere a conoscenze specialistiche o conte-
nuti formativi, vista come una risposta adattiva per ridurre l’incertezza e au-
mentare la propria resilienza nei confronti di GenAI (Chen et al., 2025). 

Un ulteriore ostacolo all’adozione diffusa di GenAI da parte dei consuma-
tori riguarda l’opacità dei processi decisionali algoritmici e le implicazioni re-
putazionali per i brand che vi fanno ricorso in maniera poco trasparente. Le 
tecnologie generative, infatti, sono frequentemente descritte come “black box” 
(scatole nere) per via della loro intrinseca complessità: sebbene gli input e gli 
output siano osservabili, i meccanismi interni di elaborazione restano spesso 
incomprensibili agli utenti (Kouroutzas e Palamari, 2025). I modelli GenAI 
vengono addestrati su flussi di dati difficilmente tracciabili e generano conte-
nuti attraverso processi che coinvolgono attori umani e non umani, alimen-
tando così un senso di indeterminatezza (Brown et al., 2024). Diversi studi con-
fermano come la mancanza di trasparenza in merito al funzionamento e alla 
correttezza delle risposte prodotte rappresenti una criticità centrale per l’accet-
tazione da parte degli utenti (Choung et al., 2023b; Dwivedi et al., 2023; Kshetri 
et al., 2024; Paul et al., 2023). 

L’opacità algoritmica compromette uno dei prerequisiti fondamentali per 
l’adozione delle tecnologie intelligenti: la fiducia (Sheir et al., 2025; Shin, 2021; 
Smith et al., 2023). In questo contesto, si distingue tra fiducia nella competenza 
funzionale del sistema e fiducia nella sua integrità sociale e comunicativa, ma 
entrambe richiedono trasparenza per svilupparsi (Mitchell, 2025). L’assenza di 
spiegazioni accessibili e verificabili riduce l’inclinazione degli utenti a delegare 
decisioni a un sistema intelligente e può innescare fenomeni di algorithm aversion, 
ovvero il rifiuto di accettare soluzioni algoritmiche anche quando esse superano 
le performance umane (Burton et al., 2020; Shin, 2021; Wanner et al., 2025). 

Queste dinamiche impattano direttamente anche sulla relazione tra consuma-
tori e aziende. Alcune evidenze mostrano che i brand che impiegano contenuti 
generati dall’AI, soprattutto quando ne viene esplicitata la natura automatica, 
vanno incontro a un calo della fiducia da parte del pubblico (Aljarah et al., 2025; 
Grigsby et al., 2025). In particolare, è stato dimostrato che la disclosure dell’uso 
dell’AI nella creazione di annunci pubblicitari riduce l’attitudine positiva verso il 
messaggio, poiché l’AI viene percepita come una fonte informativa meno credi-
bile rispetto a un essere umano (Byun et al., 2021; Erskine et al., 2023). Tale per-
cezione è amplificata dall’incertezza circa l’accuratezza, la veridicità o la possibile 
manipolazione del contenuto (Lee e Kim, 2024). Inoltre, la percezione di scarsa 
sincerità nelle comunicazioni automatizzate può generare un senso di disconnes-
sione emotiva, indebolendo l’engagement verso il brand (Aljarah et al., 2025). In 
sintesi, l’adozione di GenAI comporta un rischio reputazionale per le imprese 
che non affrontano in modo esplicito e responsabile la questione della traspa-
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renza algoritmica. La fiducia del consumatore, infatti, non può essere data per 
scontata in presenza di sistemi complessi e opachi: al contrario, va costruita at-
traverso pratiche comunicative chiare, accessibili e orientate alla spiegazione, 
pena l’erosione della relazione di fiducia costruita nel tempo. 

Come mostrato, quindi, l’adozione di GenAI da parte dei consumatori sta 
ridefinendo non solo comportamenti e aspettative, ma anche nozioni fonda-
mentali come l’autenticità, la fiducia e il controllo. Questi cambiamenti, seppur 
guidati dall’innovazione tecnologica, generano nuove sfide di natura etica che 
meritano un’attenta riflessione, affrontata nel capitolo seguente. 
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2 
LE QUESTIONI ETICHE DI GENAI:  

UNA MAPPA DEI RISCHI EMERGENTI 
 

di Francesca Bergianti 
 
 
 
 
 
 

2.1. Introduzione 
 
L’analisi condotta nel Capitolo 1 ha mostrato come l’affermazione di GenAI 

stia modificando in profondità le pratiche di consumo digitale, incidendo sui 
processi di interazione con i brand, sulla produzione e fruizione dei contenuti e, 
più in generale, sulle aspettative dei consumatori in termini di personalizzazione, 
autonomia e autenticità. Tali trasformazioni, tuttavia, non possono essere com-
prese unicamente come evoluzioni tecnologiche o di mercato: esse aprono sce-
nari densi di implicazioni etiche, che riguardano sia la progettazione e la gover-
nance dei sistemi sia la percezione sociale del loro utilizzo. 

L’adozione di GenAI solleva infatti interrogativi cruciali in merito alla traspa-
renza dei processi, alla veridicità dei contenuti generati, alla tutela dei diritti e 
della privacy, fino a toccare dimensioni più ampie come l’equità, la sostenibilità 
e l’impatto socio-culturale. Queste questioni non sono astratte, ma hanno con-
seguenze tangibili sulla fiducia che i consumatori ripongono nella tecnologia e, 
di riflesso, nelle imprese che la implementano. La dimensione etica si configura 
quindi come variabile strategica del rapporto tra brand, consumatori e società, 
capace di incidere sulla legittimazione stessa della tecnologia nel mercato. 

Il presente capitolo intende dunque proporre una mappa dei principali ri-
schi etici associati alla Generative AI, assumendo l’etica come lente interpretativa 
per leggere le tensioni che emergono dall’incontro tra innovazione tecnologica 
e consumo. L’obiettivo non è soltanto identificare i dilemmi sollevati dai si-
stemi generativi, ma anche comprendere come questi influiscano sulle dinami-
che di fiducia, responsabilità e inclusione. Tale cornice costituirà la base per 
l’analisi successiva (Capitolo 3), dedicata al consumo etico, e permetterà di evi-
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denziare in che modo la riflessione etica possa trasformarsi da vincolo regola-
torio a leva di valore per il marketing e per le strategie di brand management. 
 
 
2.2. L’etica come lente interpretativa di GenAI 

 
Con il termine AI Ethics (o etica dell’intelligenza artificiale) si fa riferimento a 

quell’insieme eterogeneo di principi, linee guida, codici di condotta e raccomanda-
zioni pratiche che mirano a orientare lo sviluppo, la progettazione e l’utilizzo 
dell’intelligenza artificiale in modo responsabile. Questi strumenti possono assu-
mere forme differenti (ad esempio, dalle dichiarazioni promosse da organismi isti-
tuzionali alle checklist operative elaborate da aziende tecnologiche, associazioni 
professionali o ONG), ma condividono un intento comune: promuovere un im-
piego dell’AI coerente con valori fondamentali quali equità, trasparenza, sicurezza 
e accountability (Hallamaa e Kalliokoski, 2022; Jobin et al., 2019). 

Tuttavia, come sottolinea Mittelstadt (2019), l’enunciazione astratta di principi 
etici non è sufficiente a garantirne un’effettiva applicazione nelle pratiche di design 
e implementazione. Il rischio, già osservato in altri settori regolati da codici deon-
tologici, è che l’etica si riduca a componente simbolica, priva di reale forza norma-
tiva e incapace di orientare le scelte operative (Hagendorff, 2020). È in questo 
quadro che si colloca la distinzione tra etica normativa, volta a definire principi 
universali, ed etica applicata, più attenta a tradurre tali principi in criteri concreti di 
progettazione e utilizzo. Una prospettiva che si sta imponendo nel dibattito su 
GenAI è proprio quella che considera l’etica non come vincolo esterno, ma come 
strumento operativo di orientamento. Lo evidenzia, tra gli altri, lo studio di Laine 
et al. (2025), che propone una sistematizzazione dei principi etici esistenti alla luce 
delle nuove sfide poste da GenAI, come la protezione della proprietà intellettuale, 
la responsabilità culturale, la salvaguardia dell’integrità dei contenuti generati e il 
rispetto del principio di human-centric design. 

Parallelamente, nel contesto aziendale e manageriale, si osserva una trasforma-
zione del ruolo dell’etica, che da vincolo regolatorio tende a configurarsi come leva 
strategica. Le pratiche di marketing etico e le iniziative di corporate social responsibility 
(CSR) non si limitano a garantire conformità normativa, ma mirano a costruire 
relazioni di fiducia con i consumatori, valorizzando la trasparenza e l’impegno so-
ciale come elementi distintivi del brand (Crane et al., 2019; Kotler e Lee, 2005; 
Murphy et al., 2017; Schlegelmilch, 2016). In questo senso, l’etica diventa parte 
integrante della proposta di valore, rafforzando la reputazione delle imprese e con-
tribuendo a differenziarle in mercati sempre più competitivi. 

Tale impostazione, tuttavia, è oggi messa sotto pressione dal fenomeno emer-
gente noto come techlash, ovvero la crescente disillusione e critica pubblica nei con-
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fronti dell’industria tecnologica. Alimentato dalla percezione di pratiche opache, 
invasive o irresponsabili da parte delle grandi aziende digitali, il techlash si traduce 
in una domanda sempre più esplicita di regolamentazione, trasparenza e accounta-
bility (Atkinson et al., 2019; Wheeler, 2023). Questo fenomeno non ha solo una 
dimensione politica e sociale, ma si riflette direttamente nel comportamento dei 
consumatori, che tendono a orientare le proprie scelte sulla base della fiducia ri-
posta nei brand e della loro capacità di dimostrare coerenza etica. 

Alla luce di queste dinamiche, diventa possibile individuare una serie di que-
stioni etiche concrete che accompagnano lo sviluppo e l’adozione di GenAI. Tali 
questioni, pur radicate nei principi generali enunciati nei codici e nelle linee guida, 
emergono con forza dal dibattito pubblico, dalla copertura mediatica e dalle prime 
evidenze empiriche sull’interazione tra consumatori e sistemi generativi. Non si 
tratta di astrazioni teoriche, ma di criticità tangibili che influenzano la fiducia, le 
aspettative e i comportamenti degli individui nei confronti dell’AI. La mappa qui 
proposta nasce dunque da uno sforzo di ricomposizione che integra contributi 
provenienti dalla letteratura accademica, dai report istituzionali e dalle notizie me-
diatiche, con l’obiettivo di restituire un quadro organico e completo, non circo-
scritto a singole problematiche. 

Nelle sezioni successive, queste problematiche verranno analizzate una ad una, 
con l’intento di mettere in luce non solo i rischi sistemici, ma anche le tensioni 
valoriali che GenAI innesca nel rapporto tra utenti, brand e società. A supporto 
dell’analisi, la Tabella 2 fornisce una sintesi delle principali questioni etiche indivi-
duate, che costituiranno la base di riferimento per la discussione dei paragrafi suc-
cessivi e per le implicazioni di marketing e di consumo responsabile che saranno 
approfondite nel Capitolo 3. 

 
Tabella 2 – Sintesi delle principali questioni etiche legate a GenAI 

Questione etica Descrizione 

Trasparenza, spiegabilità e 
controllo 

Necessità di rendere comprensibili i meccanismi decisionali e le logiche operative dei 
modelli GenAI, garantendo accesso a informazioni chiare su funzionamento, limiti e ri-
schi, sia sul piano tecnico sia organizzativo. 

Veridicità, autenticità e affi-
dabilità dell’informazione 

Rischi legati alla produzione di contenuti falsi, fuorvianti o indistinguibili da quelli umani, 
con implicazioni per la qualità dell’informazione, la fiducia pubblica e l’integrità del di-
scorso sociale. 

Giustizia, inclusività e non-
discriminazione 

Problemi di bias nei dati e nei modelli che possono produrre risultati iniqui o discrimina-
tori, con impatti su rappresentazione, accesso equo e diversità culturale e linguistica. 

Responsabilità, regola-
mentazione e governance 

Esigenza di definire ruoli, responsabilità e meccanismi di accountability nell’intero ciclo 
di vita dell’AI, promuovendo un quadro normativo condiviso e una governance traspa-
rente e responsabile. 
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Tabella 2 – Sintesi delle principali questioni etiche legate a GenAI (segue) 

Diritti e proprietà intellet-
tuale 

Dilemmi riguardanti copyright, originalità e attribuzione nei contenuti generati da AI, con 
particolare attenzione alla protezione delle opere creative e alla definizione dei diritti su 
input e output. 

Impatto socio-economico e 
culturale 

Effetti sull’occupazione, la creatività umana e le dinamiche culturali, con rischi di deskil-
ling, disuguaglianze economiche e omologazione dei valori nei contesti globali. 

Privacy, sicurezza e prote-
zione dei dati 

Questioni legate all’uso improprio di dati personali, fughe di informazioni, sorveglianza e 
vulnerabilità dei modelli generativi ad attacchi e manipolazioni. 

Sviluppo delle competenze 
umane e dipendenza 
dall’AI 

Possibile erosione di capacità cognitive, creative e decisionali dovuta a un’eccessiva 
delega a GenAI, con implicazioni per l’apprendimento, l’autonomia e la qualità delle in-
terazioni umane. 

Sostenibilità Impatti ambientali del ciclo di vita dei modelli GenAI, legati a consumo energetico, uti-
lizzo di risorse idriche e materie prime, con urgenza di mitigazione attraverso pratiche 
ecocompatibili. 

Fonte: elaborazione dell’autore 

 
 
2.3. Trasparenza, spiegabilità e controllo 
 

Tra le molteplici questioni etiche sollevate dallo sviluppo e dalla diffusione 
di GenAI, la trasparenza e il controllo rappresentano un tema centrale, che 
condiziona profondamente la percezione pubblica e la fiducia nella tecnologia. 
Nel contesto della Generative AI, la trasparenza e la spiegabilità rappresentano 
requisiti fondamentali per garantire un utilizzo responsabile ed etico dei si-
stemi, soprattutto quando questi influenzano decisioni rilevanti o producono 
contenuti a forte impatto sociale. La trasparenza si riferisce alla chiarezza e ac-
cessibilità delle informazioni relative al funzionamento dei modelli, compresi 
aspetti come la loro architettura, i dati utilizzati per l’addestramento e le finalità 
applicative (Ray, 2023; Zlateva et al., 2024). In parallelo, la spiegabilità riguarda 
la capacità del sistema di fornire giustificazioni comprensibili per i risultati ge-
nerati, consentendo agli utenti di ricostruire il processo logico o probabilistico 
che ha portato a un determinato output. 

Tuttavia, questi concetti non si limitano alla sola dimensione tecnica. Come 
sottolineato in letteratura, la trasparenza deve includere anche la disclosure orga-
nizzativa, ovvero la disponibilità di informazioni chiare sulle capacità e i limiti 
dei modelli, sulle modalità di raccolta dei dati, e sui criteri utilizzati per la valu-
tazione dei rischi. In questo senso, la trasparenza è intesa anche come una pra-
tica comunicativa e gestionale, volta a garantire che i diversi stakeholder – svi-
luppatori, utenti, autorità – abbiano accesso alle informazioni necessarie per un 
utilizzo consapevole della tecnologia (Hagendorff, 2024). 
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La spiegabilità, invece, pone una sfida ulteriore: non è sufficiente fornire 
una giustificazione tecnica dell’output, ma è necessario che le spiegazioni siano 
adeguate al livello di comprensione dell’utente, evitando tecnicismi eccessivi da 
un lato, e semplificazioni fuorvianti dall’altro (Zlateva et al., 2024). Una spiega-
zione realmente utile dovrebbe riflettere in modo fedele il processo decisionale 
del modello e permettere agli utenti di valutare criticamente l’affidabilità e la 
pertinenza delle risposte ottenute. 

In assenza di trasparenza e spiegabilità, cresce il rischio che l’utente si trovi 
ad interagire con una black box (“scatola nera”), in cui gli esiti del sistema ap-
paiono opachi e incontestabili. Questo scenario compromette il controllo 
umano sulla tecnologia, minando la fiducia e la capacità di verifica, e apre la 
strada a un uso acritico o improprio degli strumenti di GenAI. Per queste ra-
gioni, la trasparenza e la spiegabilità non possono essere considerate semplici 
accessori etici, ma rappresentano componenti essenziali per la responsabilizza-
zione, la tracciabilità e la legittimazione pubblica dell’intelligenza artificiale ge-
nerativa (Hermann, 2022). Si tratta, inoltre, di dimensioni che assumono un 
rilievo centrale nel consumo etico: la percezione di chiarezza e controllo non 
solo condiziona la fiducia individuale nei confronti dei sistemi, ma diventa an-
che criterio di valutazione morale e discriminante nelle scelte di adozione e di 
relazione con i brand, come verrà approfondito in seguito. 
 
 
2.4. Veridicità, autenticità e affidabilità dell’informazione 
 

Se la trasparenza rappresenta una precondizione per comprendere il fun-
zionamento della tecnologia, un nodo altrettanto cruciale riguarda la qualità e 
l’affidabilità dei contenuti generati. La diffusione di sistemi GenAI solleva in-
fatti interrogativi profondi sulla veridicità dell’informazione, sull’autenticità 
delle fonti e sulla capacità di distinguere tra contenuti reali e sintetici. La pos-
sibilità per questi sistemi di produrre testi, immagini, video o contenuti sonori 
altamente realistici ma completamente sintetici sta progressivamente erodendo 
i confini tra ciò che è reale e ciò che è generato artificialmente, con conse-
guenze rilevanti per la fiducia pubblica, il dibattito democratico e la qualità della 
comunicazione mediatica (Zlateva et al., 2024). La produzione automatizzata di 
contenuti da parte di modelli generativi, come i Large Language Model (LLM), 
solleva interrogativi sul grado di accuratezza e attendibilità delle informazioni 
diffuse, soprattutto in domini ad alto rischio come la salute, la sicurezza o l’am-
bito giuridico (Hagendorff, 2024; Ray, 2023). 

Una delle minacce più evidenti in questo ambito è rappresentata dai cosid-
detti deepfake, ovvero contenuti visivi o audio completamente fabbricati, ma ca-
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paci di simulare in modo estremamente verosimile dichiarazioni, gesti o espres-
sioni di individui reali. Tali artefatti, se utilizzati in contesti politici, giornalistici 
o di cronaca, possono generare disinformazione deliberata, alterare la perce-
zione pubblica degli eventi e minare l’affidabilità delle fonti ufficiali (Lawton, 
2025). Insieme ai deepfake, la letteratura segnala la crescente pervasività della mi-
sinformation (disinformazione) e delle hallucinations (allucinazioni) prodotte dai 
modelli generativi: questi ultimi possono infatti restituire con apparente sicu-
rezza informazioni errate, referenze inventate o interpretazioni scorrette, indu-
cendo l’utente a credere nella loro validità (Mozes et al., 2023; Sison et al., 2024). 
Le hallucinations, intese come contenuti falsi prodotti involontariamente dal mo-
dello, risultano particolarmente critiche quando associate a linguaggi speciali-
stici o a dichiarazioni apparentemente supportate da fonti autorevoli. 

Un ulteriore aspetto critico riguarda la capacità degli utenti di distinguere 
tra contenuti generati dall’uomo e contenuti generati da GenAI. L’estrema flui-
dità linguistica e visiva di questi strumenti rende difficile riconoscere l’origine 
del contenuto, creando una forma di ambiguità epistemologica che può com-
promettere i processi decisionali e l’autonomia cognitiva dell’individuo. Questo 
rischio si acuisce nei casi in cui GenAI viene antropomorfizzata, ovvero 
quando viene percepita come un soggetto senziente o competente, favorendo 
un’eccessiva fiducia nelle sue risposte. Alcuni studi suggeriscono che tali inte-
razioni possano indurre negli utenti una ridotta capacità critica, spingendoli ad 
accettare come veritiere affermazioni prive di fondamento o a conformarsi a 
indicazioni potenzialmente inadeguate (Hagendorff, 2024). 

La capacità dei sistemi generativi di imitare lo stile comunicativo umano, 
combinata con l’assenza di emozioni autentiche, solleva infine questioni legate 
all’autenticità esperienziale. Se da un lato GenAI può riprodurre dichiarazioni 
emotive o narrazioni soggettive, dall’altro non possiede esperienze reali o inten-
zionalità, rendendo problematico il concetto stesso di autenticità nel contesto 
comunicativo (Zlateva et al., 2024). La diffusione di contenuti sintetici, inoltre, 
può contribuire a una saturazione dell’ambiente informativo e a una svalutazione 
del contenuto originale prodotto da esseri umani, con impatti non trascurabili 
sulla percezione del valore cognitivo, creativo ed espressivo dell’informazione. 

Alla luce di tali criticità, emerge con urgenza la necessità di sviluppare stru-
menti efficaci per il riconoscimento, la tracciabilità e la certificazione dei con-
tenuti generati artificialmente, affinché gli utenti possano valutare con mag-
giore consapevolezza la qualità e l’affidabilità delle informazioni con cui en-
trano in contatto. Questi strumenti non hanno soltanto una funzione tecnica 
o regolatoria, ma assumono un valore centrale anche nella relazione tra brand 
e consumatori: la capacità di garantire veridicità e autenticità può diventare in-
fatti criterio di fiducia e parametro etico nelle scelte di adozione e di consumo. 
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2.5. Giustizia, inclusività e non-discriminazione 
 
Il tema della giustizia algoritmica e della non-discriminazione rappresenta una 

delle questioni etiche più discusse e centrali nella riflessione su GenAI. La cre-
scente diffusione di modelli generativi nei contesti educativi, comunicativi, cul-
turali e professionali pone interrogativi urgenti sulla capacità di queste tecnologie 
di trattare gli individui in modo equo, inclusivo e rispettoso della diversità. 

Uno dei principali problemi evidenziati in letteratura riguarda la propaga-
zione dei bias presenti nei dati di addestramento all’interno degli output gene-
rati dai modelli. Quando i dataset riflettono pregiudizi culturali, sociali o storici 
– come stereotipi razziali, sessisti o ideologici – i modelli tendono a riprodurli 
o persino ad amplificarli (Aničin e Stojmenović, 2023; Hermann, 2022). Tali 
dinamiche possono portare a rappresentazioni distorte di gruppi minoritari o 
marginalizzati, rafforzando strutture di disuguaglianza già esistenti. In partico-
lare, i modelli linguistici di grandi dimensioni (LLM) e i generatori di immagini 
si sono rivelati particolarmente sensibili a queste distorsioni, contribuendo alla 
diffusione di contenuti stereotipati o culturalmente squilibrati (Liu e Li, 2024; 
Zlateva et al., 2024). 

A questo si aggiunge il rischio che i bias vengano ulteriormente cristallizzati 
attraverso l’uso ricorsivo di contenuti sintetici per l’addestramento di nuovi mo-
delli: una pratica che potrebbe consolidare errori e pregiudizi invece di correg-
gerli. Le implicazioni non sono solo tecniche, ma anche politiche e culturali: l’im-
posizione di valori impliciti incorporati nei sistemi AI, sviluppati in contesti so-
cio-culturali specifici, può risultare problematica quando tali tecnologie vengono 
esportate in ambienti diversi. Un esempio è l’impiego di modelli linguistici alle-
nati su dati prevalentemente anglofoni e occidentali, poi applicati in contesti cul-
turali non occidentali senza adattamenti adeguati, e il coseguente rischio di svi-
luppo di una forma di colonizzazione algoritmica (Hagendorff, 2024). 

Un ulteriore ambito di riflessione riguarda l’equità nell’accesso alle tecnologie 
generative. Alcuni studi sottolineano come lo sviluppo e l’impiego di questi stru-
menti siano concentrati in grandi laboratori con ingenti risorse finanziarie, ac-
centuando così la centralizzazione del potere e l’esclusione di attori provenienti 
da Paesi a basso reddito o da comunità con minore capacità tecnologica. Anche 
all’interno della comunità scientifica e tecnologica emergono criticità legate alla 
scarsa diversità dei team di ricerca, un fattore che può limitare la capacità di pro-
gettare sistemi realmente inclusivi (Hagendorff, 2024; Liu e Li, 2024). 

Garantire la giustizia algoritmica implica anche un rafforzamento dei mec-
canismi di auditing e valutazione. La letteratura suggerisce l’adozione di prati-
che di monitoraggio sia pre-release che post-deployment, possibilmente svolte da 
enti terzi indipendenti, per valutare non solo le prestazioni tecniche dei modelli 
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ma anche i loro impatti socio-tecnici. Un’attenzione particolare dovrebbe es-
sere rivolta alle performance dei modelli in lingue diverse dall’inglese, spesso 
trascurate nei benchmark ufficiali, con il rischio di escludere vaste porzioni di 
popolazione globale dai benefici di questi sistemi (Aničin e Stojmenović, 2023; 
Hagendorff, 2024). 

Infine, la promozione dell’equità passa anche dall’educazione. Accanto alle 
riflessioni sull’uso etico di GenAI in ambito scolastico o universitario, la lette-
ratura sottolinea l’importanza di diffondere competenze specifiche – come il 
prompt engineering – per consentire un accesso più consapevole e bilanciato alle 
potenzialità di questi strumenti (Dwivedi et al., 2023). 

In sintesi, affrontare il tema della giustizia in relazione a GenAI significa 
non solo intervenire sui dati e sugli algoritmi, ma anche agire sulle strutture 
organizzative, culturali ed educative che ne regolano lo sviluppo e l’utilizzo. 
Dal punto di vista del marketing, garantire inclusività e non-discriminazione 
significa anche riconoscere la centralità della rappresentazione: i consumatori 
tendono infatti a valutare la coerenza dei brand non solo in base alle prestazioni 
tecnologiche, ma alla capacità di riflettere valori di equità e diversità. In questo 
senso, la giustizia algoritmica diventa una condizione preliminare per costruire 
relazioni autentiche con segmenti di pubblico eterogenei. 

 
 

2.6. Responsabilità, regolamentazione e governance 
 
La crescente complessità dei sistemi di intelligenza artificiale generativa sol-

leva interrogativi rilevanti in termini di responsabilità etica e giuridica, richie-
dendo un ripensamento dei modelli tradizionali di accountability. A differenza di 
altre tecnologie, i sistemi GenAI generano contenuti in modo autonomo e im-
prevedibile, con potenziali conseguenze significative per individui, organizza-
zioni e società. Questo rende necessario definire in modo chiaro chi debba 
essere ritenuto responsabile in caso di errori, danni o contenuti fuorvianti. 

Nel dibattito contemporaneo, la distinzione tra accountability e responsibility as-
sume un ruolo centrale. Con accountability si intende la possibilità di attribuire la 
responsabilità per le conseguenze delle azioni compiute da un sistema AI, iden-
tificando soggetti tenuti a rispondere pubblicamente di eventuali esiti negativi. 
La responsibility, invece, rimanda a un obbligo preventivo di garantire che l’AI sia 
progettata, sviluppata e gestita in modo eticamente corretto e sicuro lungo l’in-
tero ciclo di vita del sistema (Aničin e Stojmenović, 2023; Khowaja et al., 2024; 
Zlateva et al., 2024). Entrambi i concetti presentano implicazioni normative e 
morali: la determinazione della responsabilità legale in caso di danno – se debba 
ricadere sul progettista, sull’azienda, sull’utente finale o sul sistema stesso – è 

Copyright © 2025 by FrancoAngeli s.r.l., Milano, Italy. ISBN 9788835184737



41 

ancora oggetto di acceso dibattito, mentre la responsabilità morale implica un 
impegno costante a evitare che l’AI perpetui comportamenti distorti o dannosi. 

Questi interrogativi si intrecciano con la più ampia questione della gover-
nance di GenAI, ovvero dell’insieme di regole, pratiche e istituzioni deputate a 
regolare lo sviluppo e l’impiego di tali tecnologie. Di fronte alla molteplicità dei 
rischi emersi – che spaziano dalla disinformazione alla manipolazione, dai bias 
sistemici ai danni ambientali – numerosi studi sottolineano l’urgenza di una 
regolamentazione più stringente e coordinata a livello internazionale (Hagen-
dorff, 2024). In particolare, si auspica l’introduzione di standard vincolanti per 
i modelli più avanzati di AI, la definizione di sanzioni per i comportamenti non 
conformi e una maggiore trasparenza da parte dei laboratori di ricerca sull’uso 
dei dati, sulle tecniche di training e sulle strategie di gestione del rischio. 

Tuttavia, la letteratura invita anche alla cautela nei confronti di possibili de-
rive iper-regolatorie, che potrebbero frenare l’innovazione e disincentivare lo 
sviluppo responsabile (Hagendorff, 2024). Il punto di equilibrio auspicato è 
una governance che sia sì rigorosa, ma anche flessibile e capace di adattarsi alla 
rapidità dell’evoluzione tecnologica. 

Un altro fronte emergente della riflessione etica è rappresentato dal tema 
dell’AI alignment, ossia dell’allineamento tra il comportamento dei sistemi ge-
nerativi e i valori umani. L’obiettivo è rendere i modelli GenAI non solo per-
formanti, ma anche harmless, helpful e honest, ovvero in grado di agire in modo 
utile, innocuo e trasparente (Hagendorff, 2024; Ji et al., 2023). Questo però 
solleva una serie di difficoltà metodologiche e normative: chi decide quali valori 
debbano guidare i sistemi? E quali sono i criteri per misurare il grado di alli-
neamento? Inoltre, la letteratura tecnica mostra come i modelli possano tal-
volta sviluppare strategie non desiderate: ad esempio, “imparare” a ottimizzare 
i propri risultati aggirando i controlli o simulare un comportamento conforme 
solo per ottenere approvazione (fenomeno del deceptive alignment) (Park et al., 
2024). Sebbene queste dinamiche nascano in un contesto ingegneristico, esse 
hanno ricadute dirette sul piano sociale e di mercato. Se un sistema appare af-
fidabile ma in realtà genera contenuti fuorvianti o difficili da controllare, la 
fiducia degli utenti viene compromessa e, di riflesso, anche la reputazione dei 
brand che lo adottano. In questo senso, il problema dell’allineamento non ri-
guarda soltanto la sicurezza tecnica, ma diventa una condizione essenziale per 
costruire credibilità e legittimazione nel rapporto con i consumatori. 

In sintesi, affrontare le questioni di responsabilità e regolamentazione di 
GenAI richiede una visione integrata che combini approcci tecnici, normativi 
ed etici. Solo attraverso un governo multilivello, basato su trasparenza, coope-
razione e responsabilizzazione degli attori coinvolti, sarà possibile promuovere 
un’adozione della tecnologia davvero allineata al bene comune.  
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2.7. Privacy, sicurezza e protezione dati 
 
Tra le preoccupazioni etiche più diffuse connesse allo sviluppo di GenAI 

vi è quella relativa alla tutela della privacy e alla sicurezza, sia dei dati personali, 
sia dei sistemi stessi. Le implicazioni in questo ambito si manifestano in diversi 
momenti della filiera: dalla fase di addestramento dei modelli all’uso quotidiano 
da parte degli utenti, fino ai rischi di attacchi mirati e impieghi malevoli della 
tecnologia (Liu e Li, 2024). 

Un primo elemento critico riguarda le modalità con cui vengono raccolti i 
dati per il training dei modelli. Numerose organizzazioni, infatti, fanno ricorso 
a tecniche di scraping automatizzato per estrarre contenuti da profili pubblici sui 
social media, forum, recensioni online e altre fonti liberamente accessibili sul 
web. Questo approccio pone interrogativi rilevanti sulla legittimità del tratta-
mento e sull’assenza di consenso informato da parte degli utenti, con il rischio 
che dati sensibili o protetti da copyright vengano impiegati impropriamente 
(Zlateva et al., 2024). Anche nella letteratura accademica più recente emerge 
una crescente attenzione per potenziai fughe di dati riservati, sia in fase di ad-
destramento sia durante l’interazione con gli utenti, e si raccomanda l’adozione 
di strategie correttive come la sanitizzazione dei dataset o l’uso di dati sintetici 
(Raji e Dobbe, 2023). 

La seconda area di vulnerabilità riguarda il comportamento degli utenti du-
rante l’interazione con strumenti GenAI. Le richieste inserite nei prompt pos-
sono contenere involontariamente informazioni personali o sensibili, gene-
rando esposizioni non intenzionali a potenziali attacchi o abusi. Studi recenti 
confermano che, in contesti reali, circa un’azienda su cinque nel Regno Unito 
ha subito fughe di dati legate all’uso improprio di strumenti AI, anche a causa 
della scarsa consapevolezza da parte dei dipendenti (Morales, 2024). 

La terza dimensione riguarda la sicurezza dei sistemi stessi. I modelli genera-
tivi possono infatti diventare obiettivo di attacchi informatici, come il prompt injec-
tion o il jailbreaking, che mirano ad aggirare i filtri di sicurezza e ottenere risposte 
inappropriate o pericolose. La letteratura su AI safety e cybersecurity ha evidenziato 
la crescente frequenza di attacchi a LLM e strumenti di GenAI, spesso condotti 
per sottrarre dati, compromettere i modelli o sfruttarli per fini criminali (Hagen-
dorff, 2024; Zlateva et al., 2024). Tra i rischi più citati rientrano anche l’imperso-
nificazione, la creazione di identità false, la clonazione vocale e la diffusione di 
malware attraverso contenuti generati artificialmente (Liu e Li, 2024). 

Nel complesso, la convergenza tra rischi per la privacy individuale, vulne-
rabilità tecnologiche e possibilità di abuso da parte di attori malevoli rende la 
questione della sicurezza e della protezione dei dati una priorità etica di primo 
piano nel dibattito sulla Generative AI. Come sottolineato nella letteratura, è 
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necessario che gli operatori coinvolti adottino misure trasparenti, integrate e 
robuste per prevenire violazioni, tutelare gli utenti e rafforzare la fiducia nel 
sistema (Hagendorff, 2024; Zlateva et al., 2024). Per le imprese, ciò non rap-
presenta soltanto un vincolo normativo, ma una condizione fondamentale di 
credibilità: i consumatori tendono infatti a valutare l’affidabilità di un brand 
anche sulla base della sua capacità di tutelare le informazioni personali e pre-
venire violazioni. In questo senso, la protezione dei dati diventa un criterio di 
fiducia e un elemento distintivo della responsabilità aziendale, con ricadute di-
rette sull’adozione e sull’accettazione sociale della tecnologia. 

 
 

2.8. Diritti e proprietà intellettuale 
 
Un ulteriore dibattito etico relativo all’espansione di GenAI riguarda i diritti 

di proprietà intellettuale, si sollevano infatti interrogativi cruciali sulla paternità, 
l’originalità e l’utilizzo non autorizzato di contenuti. Uno dei nodi centrali con-
cerne l’addestramento dei modelli su dataset contenenti materiali testuali, visivi 
o musicali prelevati dal web, spesso senza consenso esplicito o compensazione 
per gli autori originari. Tali pratiche pongono il rischio di violazione del copy-
right e di sfruttamento economico non autorizzato di opere protette (Epstein 
e Hertzmann, 2023; Hagendorff, 2024). 

Le preoccupazioni si estendono anche agli output generati. I modelli pos-
sono produrre testi, immagini o musiche che replicano, talvolta in modo in-
consapevole, elementi stilistici o contenuti specifici già esistenti, configurando 
potenziali casi di plagio involontario o di violazione dei diritti d’autore (Zlateva 
et al., 2024). In un contesto in cui l’automazione può generare opere commer-
cialmente valide, si apre il problema della titolarità economica e morale: a chi 
spettano i benefici di un prodotto realizzato da un’intelligenza artificiale? Al 
creatore dell’algoritmo? All’utente che ha fornito il prompt? Oppure si tratta 
di un’opera priva di titolarità giuridica? 

Un altro punto critico riguarda l’erosione del concetto stesso di autorialità. 
I confini tra creazione umana e produzione algoritmica si fanno sempre più 
sfumati, mettendo in discussione le nozioni tradizionali di originalità e di crea-
tività. A fronte di contenuti generati da sistemi autonomi, si rende necessaria 
l’introduzione di meccanismi di tracciabilità, come watermark o etichette di ori-
gine sintetica, per tutelare la trasparenza nei confronti del pubblico e prevenire 
forme di confusione o inganno (Grinbaum e Adomaitis, 2022). 

Nel settore artistico, infine, si osservano danni economici tangibili: l’uso non 
autorizzato di opere d’arte visiva nei set di addestramento e la proliferazione di 
contenuti generati in stile imitativo rappresentano una minaccia per la sostenibi-
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lità economica di artisti e creativi, i cui lavori vengono talvolta replicati senza 
compensazione o riconoscimento (Hagendorff, 2024). Tali dinamiche sollevano 
richieste sempre più pressanti di regolamentazione trasparente e strumenti legali 
efficaci, volti a bilanciare l’innovazione tecnologica con la tutela dei diritti indivi-
duali e collettivi. La questione della proprietà intellettuale, inoltre, non riguarda 
soltanto gli autori e le istituzioni, ma incide direttamente sul modo in cui i con-
sumatori attribuiscono valore alla creatività: la possibilità di distinguere ciò che è 
originale da ciò che è sintetico condiziona infatti la percezione di autenticità cul-
turale e può orientare le scelte di fruizione e di acquisto.  
 
 
2.9. Impatti socio-economici e culturali 
 

L’introduzione su larga scala di GenAI sta contribuendo a trasformazioni 
profonde nel tessuto socioeconomico e culturale. Tra le conseguenze più di-
scusse vi è il rischio di sostituzione lavorativa, in particolare nei settori basati 
su attività ripetitive, routinarie o creative a basso valore economico. Numerosi 
studi segnalano una crescente polarizzazione del mercato del lavoro, dove da 
un lato emergono nuove professioni legate alla gestione e ottimizzazione dei 
modelli (come i prompt engineers), ma dall’altro molte occupazioni rischiano di 
essere automatizzate o svalutate (Hagendorff, 2024; Zlateva et al., 2024). Tali 
dinamiche sollevano interrogativi su disoccupazione tecnologica, deskilling e 
ampliamento delle disuguaglianze socioeconomiche, soprattutto nei contesti 
più vulnerabili o meno digitalizzati (Solaiman et al., 2023). 

Sul piano della produzione culturale, la Generative AI ha introdotto nuove 
modalità di creazione, ma anche rischi concreti per la valorizzazione 
dell’espressività umana. L’accessibilità di strumenti in grado di generare testi, 
immagini, musica o video in pochi secondi ha portato a una ridefinizione delle 
pratiche artistiche e creative, ponendo l’accento su una possibile omologazione 
estetica e sulla progressiva perdita di diversità stilistica (Epstein e Hertzmann, 
2023; Hagendorff, 2024). In particolare, l’utilizzo massivo di dataset addestrati 
su contenuti provenienti da culture dominanti, spesso occidentali, rischia 
di marginalizzare identità locali e narrazioni minoritarie, contribuendo a una 
forma di colonialismo culturale digitale (Liu e Li, 2024). 

La questione si fa ancor più delicata nei casi in cui l’AI venga impiegata per 
la ri-creazione o reinterpretazione di contenuti culturali e patrimoni tradizio-
nali. Alcuni studi segnalano che questi processi possono portare a una sempli-
ficazione o distorsione dei significati originari, con implicazioni rilevanti per la 
conservazione dell’autenticità e del contesto storico-sociale delle opere reinter-
pretate (Liu e Li, 2024). In questo scenario, si rende necessario un approccio 
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che tuteli la pluralità dei valori culturali e promuova lo sviluppo di modelli ri-
spettosi della diversità semantica e simbolica dei contenuti. 

In parallelo, il potenziale innovativo di GenAI si manifesta anche nella nascita 
di nuovi modelli di business e piattaforme personalizzate, che ridefiniscono il 
rapporto tra produzione, distribuzione e consumo. Tuttavia, tale trasformazione 
deve essere accompagnata da adeguate politiche di compensazione, tutela e in-
clusione, per evitare che l’adozione delle tecnologie generative si traduca in una 
forma di esclusione o alienazione sociale. Al tempo stesso, le trasformazioni so-
cio-culturali innescate da GenAI non rimangono sullo sfondo, ma entrano a far 
parte delle percezioni e delle scelte dei consumatori: la capacità dei brand di va-
lorizzare la diversità, preservare l’autenticità creativa e sostenere narrazioni plu-
rali diventa infatti un elemento simbolico decisivo nella costruzione di identità e 
nella legittimazione delle imprese nello spazio pubblico. 

 
 

2.10. Sviluppo delle competenze umane e dipendenza dall’AI 
 
L’utilizzo crescente di strumenti di GenAI solleva interrogativi significativi 

riguardo allo sviluppo delle competenze umane e al rischio di una dipendenza 
cognitiva e funzionale da queste tecnologie. Alcune analisi segnalano che l’au-
tomazione di processi creativi, decisionali o espressivi – come la scrittura di 
testi, la progettazione grafica o l’analisi di dati – può ridurre sensibilmente le 
opportunità di apprendimento esperienziale, portando nel tempo a un progres-
sivo affievolimento delle abilità pratiche e intuitive (Zlateva et al., 2024). In par-
ticolare, vi è il timore che la disponibilità di soluzioni rapide ed efficaci generi 
una “pigrizia cognitiva”, in cui l’individuo tende ad affidarsi all’AI anche in si-
tuazioni che richiederebbero sforzo individuale, riflessione autonoma o creati-
vità personale. 

Nel contesto educativo, la letteratura ha evidenziato come l’uso di GenAI 
nelle scuole e nelle università possa influenzare la motivazione allo studio, fa-
vorendo fenomeni di cheating o riducendo l’impegno individuale, soprattutto 
quando gli studenti ricorrono a questi strumenti per svolgere compiti valutativi. 
Allo stesso tempo, alcuni studi sottolineano la necessità di promuovere forme 
di alfabetizzazione etica e tecnica che aiutino le persone a comprendere criti-
camente i funzionamenti e i limiti di GenAI, sviluppando competenze come il 
prompt engineering o la valutazione dell’affidabilità delle risposte generate (Ha-
gendorff, 2024; Walczak e Cellary, 2023). 

Oltre alle ricadute sul piano formativo, emergono preoccupazioni legate 
all’interazione uomo-macchina e al possibile impatto sulla sfera psicologica e re-
lazionale. L’antropomorfizzazione dei modelli generativi, unita alla loro capacità 
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di simulare linguaggio naturale e relazioni di ascolto, può alimentare un’ecces-
siva fiducia negli output dell’AI o indurre confusione epistemica, ovvero diffi-
coltà nel distinguere ciò che è prodotto da un essere umano da ciò che è generato 
da un sistema automatico. In alcuni casi, questa fiducia cieca può sfociare in 
comportamenti passivi o acritici, compromettendo la capacità dell’utente di eser-
citare un pensiero indipendente (Hagendorff, 2024; Shardlow e Przybyła, 2024). 

Infine, alcuni contributi mettono in guardia rispetto al rischio di deumaniz-
zazione delle interazioni sociali, soprattutto laddove gli agenti conversazionali 
sostituiscono figure umane nella mediazione di processi comunicativi, affettivi 
o decisionali. Questa sostituzione, se non opportunamente regolata, potrebbe 
minare nel lungo periodo la qualità delle relazioni interpersonali, favorendo 
l’isolamento o la perdita di empatia (Hagendorff, 2024; Ray, 2023). 

Al di là delle implicazioni educative e psicologiche, la progressiva delega 
all’AI solleva interrogativi anche sul piano del consumo: un indebolimento 
delle competenze critiche e decisionali riduce infatti l’autonomia dei consuma-
tori, aumentando il rischio di dipendenza dalle raccomandazioni algoritmiche 
e trasformando l’uso della tecnologia in una questione etica che investe diret-
tamente la relazione con i brand. 

 
 

2.11. Sostenibilità 
 
Infine, la sostenibilità ambientale rappresenta una delle sfide etiche emer-

genti più rilevanti nel dibattito su GenAI. La letteratura più recente evidenzia 
infatti come lo sviluppo, l’addestramento e l’impiego dei modelli generativi 
comportino un impatto ambientale significativo, dovuto soprattutto all’elevato 
consumo energetico e all’utilizzo intensivo di risorse naturali e infrastrutture 
(Hagendorff, 2024; Mannuru et al., 2023). 

L’addestramento dei modelli di intelligenza artificiale generativa richiede 
grandi quantità di potenza di calcolo, che si traducono in un elevato fabbisogno 
di elettricità e in un consistente impiego di acqua per il raffreddamento dei data 
center. Secondo diverse stime, il consumo energetico associato all’esecuzione 
di richieste a un modello di intelligenza artificiale generativa (le cosiddette query 
AI) può essere da quattro a cinque volte superiore rispetto a quello delle ricer-
che tradizionali, con conseguenti emissioni di gas serra superiori alle aspettative 
comuni (Mannuru et al., 2023). Un esempio emblematico è rappresentato dal 
consumo energetico di OpenAI, che a gennaio 2023 è stato paragonato a quello 
annuale di circa 175.000 famiglie danesi (Auslender e Ashkenazi, 2023). 

Questa crescente domanda energetica, spinta dalla diffusione capillare di 
GenAI e di altre applicazioni AI, sta mettendo sotto pressione le reti elettriche 
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locali, con ripercussioni anche sulla pianificazione urbana, come nel caso del 
rallentamento di nuovi insediamenti abitativi in prossimità dei data center 
(Hammond e Morris, 2022; Roddy, 2022). Inoltre, i cambiamenti climatici e 
l’intensificarsi delle ondate di calore aggravano ulteriormente il problema, mi-
nando la resilienza dei sistemi di raffreddamento (Google Cloud, 2022). 

Non meno rilevante è il tema del consumo idrico. I data center impiegati per 
supportare i modelli GenAI si collocano infatti tra le strutture aziendali con mag-
giore consumo d’acqua negli Stati Uniti, con impatti diretti sui bacini idrici e sulle 
risorse locali (Mytton, 2021; Siddik et al., 2021). Anche in presenza di fonti rin-
novabili, l’elevata domanda energetica di questi sistemi rimane problematica in 
termini di sostenibilità complessiva, soprattutto perché i costi ambientali – come 
le emissioni e l’inquinamento – tendono a colpire in maniera sproporzionata le 
comunità più vulnerabili (Chang e Kidman, 2023; Kruger, 2023). 

Infine, le preoccupazioni riguardano anche le materie prime utilizzate 
nell’hardware (come metalli rari), il cui approvvigionamento avviene spesso 
tramite processi insostenibili dal punto di vista ambientale e sociale (Hagen-
dorff, 2024). La comunità scientifica sottolinea l’urgenza di adottare strategie 
di mitigazione, che includano l’utilizzo di energie rinnovabili, l’impiego di hard-
ware a basso consumo e un approccio progettuale attento all’intero ciclo di vita 
dei modelli (Hagendorff, 2024; Mannuru et al., 2023). 

In sintesi, la sostenibilità di GenAI non può essere considerata un effetto 
collaterale marginale, bensì una dimensione centrale nella valutazione etica di 
queste tecnologie. Solo attraverso un bilanciamento attento tra innovazione 
tecnologica e responsabilità ambientale, sarà possibile minimizzare le conse-
guenze negative e orientare l’adozione dell’AI verso un futuro più equo e so-
stenibile. Inoltre, tale dimensione non ha rilevanza soltanto normativa o tec-
nica: la sensibilità crescente dei consumatori verso i temi ambientali fa sì che la 
capacità delle imprese di ridurre l’impatto ecologico diventi anche un criterio 
competitivo e reputazionale, incidendo sulla legittimazione sociale dei brand e 
sulle scelte di consumo responsabile. 
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3 
LA PROSPETTIVA DEL CONSUMO ETICO 

 
di Francesca Bergianti 

 
 
 
 
 
 
 

3.1. Introduzione 
 

Dopo avere esaminato nel capitolo precedente le principali questioni etiche 
sollevate dalla Generative AI sul piano progettuale e sistemico, questo capitolo 
sposta l’attenzione sull’altra estremità della catena del valore: il consumo. Se 
l’etica dell’AI può essere intesa come responsabilità di sviluppatori, istituzioni 
e organizzazioni, è altrettanto necessario interrogarsi sul ruolo che i consuma-
tori possono e intendono assumere di fronte a tecnologie pervasive, capaci di 
incidere sulle pratiche quotidiane e sulle relazioni di mercato. 

Nel contesto attuale, segnato da una crescente sensibilità verso scelte d’acqui-
sto consapevoli, GenAI diventa oggetto di valutazione morale non soltanto per 
ciò che consente di produrre, ma anche per le condizioni in cui viene progettata, 
addestrata e impiegata. L’etica del consumo offre dunque una lente utile per 
comprendere come le pratiche di produzione, comunicazione e distribuzione 
delle tecnologie AI incontrino (o manchino di incontrare) i valori degli utenti 
finali, influenzandone preferenze, aspettative e propensione all’adozione. 

L’argomentazione si apre con un inquadramento teorico del consumo etico, 
ricostruendone origini, definizioni e principali manifestazioni nelle pratiche di 
mercato contemporanee. Segue un esame dell’evoluzione del marketing etico 
nell’era delle tecnologie emergenti, con particolare attenzione alle implicazioni 
della trasformazione digitale per la trasparenza, la responsabilità e la coerenza 
valoriale dei brand. Il capitolo considera quindi l’intelligenza artificiale come 
oggetto del consumo etico, mettendo in rilievo come la tracciabilità delle filiere 
algoritmiche e le scelte di design e governance possano tradursi in criteri di 
valutazione per i consumatori. In chiusura, si discutono le barriere che ostaco-
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lano la traduzione delle intenzioni morali in decisioni effettive di acquisto e 
utilizzo, evidenziando le condizioni che possono favorire una domanda etica 
capace di orientare le dinamiche del mercato. 

 
 

3.2. Che cos’è il consumo etico 
 
Il concetto di consumo etico si è affermato progressivamente come risposta 

alle derive insostenibili del consumismo contemporaneo e come tentativo di 
orientare le pratiche d’acquisto verso criteri di responsabilità ambientale, so-
ciale ed economica. In senso ampio, esso rappresenta una pratica comporta-
mentale desiderabile volta a correggere gli effetti negativi della cultura consu-
mistica dominante, responsabile di forme di degrado ambientale e di squilibri 
sociali che mettono a rischio la disponibilità futura delle risorse (Arman e 
Mark-Herbert, 2024; Carrington et al., 2010). L’etica del consumo propone 
dunque un modello alternativo che incoraggia gli individui a modificare, anche 
solo parzialmente, le proprie abitudini quotidiane per ridurre l’impatto negativo 
delle loro abitudini di consumo (Burke et al., 2014; Fuentes e Sörum, 2019). 
Queste pratiche comprendono, tra le altre cose, l’acquisto di prodotti ecocom-
patibili o del commercio equo e solidale, il riuso e la riparazione di beni, il 
ricorso a mercati dell’usato, la riduzione dei consumi superflui e il boicottaggio 
di aziende accusate di comportamenti scorretti o insostenibili (Barnett et al., 
2005; Doran, 2009). Tali comportamenti, sia individuali che collettivi, si collo-
cano in una prospettiva più ampia di giustizia ambientale e sociale e sono in 
linea con l’Obiettivo 12 dell’Agenda ONU 2030 per lo Sviluppo Sostenibile, 
dedicato al consumo e alla produzione responsabili (Davies e Gutsche, 2016; 
Palacios-González e Chamorro-Mera, 2022). 

Le definizioni di consumo etico presenti in letteratura sono molteplici e 
complementari. Secondo Carrington et al., (2010; 2014), esso può essere inteso 
come un movimento sociale che coinvolge consumatori consapevoli, impe-
gnati a supportare imprese che condividono principi di responsabilità sociale e 
ambientale. In questa prospettiva, l’etica del consumo si traduce in un insieme 
di decisioni e comportamenti d’acquisto orientati da preoccupazioni di tipo 
etico (Bray et al., 2011). Barnett et al. (2005) suggeriscono inoltre due modi in-
terconnessi per definire il fenomeno: da un lato, in relazione alle motivazioni 
che spingono a fare acquisti etici; dall’altro, come un approccio etico esteso 
che si applica non solo allo shopping, ma anche all’investimento, al risparmio 
e alla gestione finanziaria personale. 

Un ulteriore contributo alla concettualizzazione del consumo etico pro-
viene dalla distinzione proposta da Tallontire et al. (2001) e Michelletti et al. 
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(2005), ripresa e articolata da Delistavrou et al. (2017), che ne identifica tre 
forme principali: il consumo etico positivo, il consumo etico negativo e il con-
sumo etico discorsivo. Il termine consumo etico positivo si riferisce all’acqui-
sto di prodotti considerati etici (come ad esempio quelli ecologici, biologici, 
equo-solidali o a km zero) e a comportamenti post-acquisto in favore dell’am-
biente, come il riciclo o il riutilizzo. Dal punto di vista del marketing, questa è 
la dimensione più rilevante, in quanto implica una preferenza attiva per alter-
native sostenibili. Il consumo etico negativo, invece, corrisponde all’adozione 
di pratiche di boicottaggio verso prodotti o aziende giudicati eticamente pro-
blematici, ad esempio per pratiche lavorative scorrette, violazioni ambientali o 
strategie commerciali ingannevoli. Infine, il consumo etico discorsivo si riferi-
sce all’insieme di attività comunicative e partecipative che contribuiscono alla 
formazione dell’opinione pubblica, promuovendo il dibattito su imprese, pro-
dotti o servizi ritenuti etici o meno. Questa forma include anche l’attivismo 
digitale, le campagne sui social media e altre pratiche di consumer voice. 

La diffusione del consumo etico riguarda oggi un pubblico ampio e diver-
sificato, sia per età (Djafarova e Foots, 2022), per genere (Essiz e Mandrik 
2022), classe sociale (Retamal, 2019) e background professionale (Cooper e 
Marder, 2023). Le pratiche di consumo responsabile si manifestano tanto negli 
spazi fisici quanto in quelli digitali (Hoelscher e Chatzidakis, 2021), dimo-
strando una crescente rilevanza anche per il settore del retail globale. Secondo 
un recente rapporto pubblicato da Mordor Intelligence Research & Advisory 
(2025), il mercato dei prodotti con etichetta etica registra un tasso di crescita 
annuo composto di circa il 7% tra il 2021 e il 2026, a conferma dell’interesse 
sempre maggiore verso scelte d’acquisto basate su criteri etici. 

Tale diffusione è alimentata da una pluralità di fattori socioculturali e tec-
nologici. In particolare, la crescente sensibilità verso i cambiamenti climatici e 
il degrado ambientale spinge i consumatori a privilegiare prodotti sostenibili e 
a basso impatto. Allo stesso modo, i movimenti per la giustizia sociale – inclusi 
i diritti dei lavoratori, l’uguaglianza di genere e la lotta alle discriminazioni raz-
ziali – influenzano la domanda di pratiche aziendali eque e inclusive. Parallela-
mente, si assiste a una maggiore attenzione alla salute individuale e collettiva, 
con la diffusione di preferenze per alimenti biologici, non-OGM o provenienti 
da filiere etiche. La richiesta di trasparenza e tracciabilità è diventata centrale: i 
consumatori si aspettano che le imprese rendano noti i propri standard etici, i 
processi produttivi e l’origine delle materie prime (Camilleri et al., 2023). 

Infine, dati recenti confermano che il consumo etico è oggi una tendenza 
strutturale e non effimera. Secondo un recente report di PwC (2024), oltre l’80% 
dei consumatori dichiara di essere disposto a pagare di più per prodotti sosteni-
bili. In particolare, i consumatori sono disposti a spendere in media il 9,7% in 
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più per beni prodotti o approvvigionati in modo sostenibile, nonostante le pres-
sioni inflazionistiche. Tali dinamiche confermano l’emergere di un movimento 
di consumo consapevole, capace di influenzare le logiche di mercato e di pro-
muovere la transizione verso modelli economici più equi e sostenibili. Questi 
orientamenti, nati soprattutto in relazione a beni e servizi materiali, si stanno 
progressivamente estendendo anche alle tecnologie digitali: nel caso di GenAI, 
la qualità etica della “filiera algoritmica” e le condizioni di progettazione iniziano 
a configurarsi come criteri di valutazione per i consumatori. 
 
 
3.3. Il marketing etico nell’era tecnologica 
 

Il marketing etico può essere definito come un insieme di principi e pratiche 
che guidano le decisioni di marketing sulla base di criteri morali e di condotta 
appropriata, fornendo a manager e professionisti del settore indicazioni su 
come agire quando si trovano di fronte a un dilemma etico (Dunfee et al., 1999). 
Secondo Gaski (1999), esso rappresenta un codice di morale e condotta utiliz-
zato nelle pratiche di marketing, mentre altri studiosi lo descrivono come lo 
studio sistematico di come gli standard morali vengano applicati alle decisioni 
di marketing (Abela e Murphy, 2008). In questa prospettiva, il marketing non 
può essere considerato un’attività neutra, poiché ogni decisione relativa a pro-
dotto, prezzo, distribuzione o comunicazione incorpora implicazioni etiche 
che influenzano il rapporto con i consumatori (Nill e Schibrowsky, 2007). 

Le pratiche di marketing etico non si limitano a principi astratti, ma si arti-
colano lungo le quattro dimensioni tradizionali del marketing mix. Sul piano 
del prodotto (product-related ethics), esse riguardano aspetti come la sicurezza, la 
responsabilità del produttore e l’imitazione di prodotti, ambiti spesso soggetti 
a regolamentazioni legali. Diversi studi hanno evidenziato come nella fase di 
sviluppo di nuovi beni e servizi le questioni etiche e giuridiche vengano di-
scusse sia per ottenere un vantaggio competitivo sia per prevenire potenziali 
danni ai consumatori. In relazione alla dimensione del prezzo (price-related ethics), 
il marketing etico si lega al rispetto del principio di proporzionalità ed equità: 
un prezzo dovrebbe riflettere in maniera equilibrata il valore o il beneficio ap-
portato al consumatore, mentre pratiche di pricing sproporzionate rischiano di 
compromettere la struttura competitiva del mercato. Anche i canali di distri-
buzione pongono questioni etiche (place-related ethics): le organizzazioni che oc-
cupano posizioni dominanti lungo la supply chain possono abusare del proprio 
potere, penalizzando produttori, rivenditori o consumatori. Infine, la sfera 
della promozione (promotion-related ethics) richiama problematiche legate alla 
pubblicità, alle relazioni pubbliche e alla comunicazione commerciale: qui le 
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criticità possono riguardare non solo i contenuti degli annunci e delle promo-
zioni, ma anche le modalità di interazione con sponsor, media e clienti, fino ad 
arrivare a condotte scorrette nei rapporti di vendita. Queste dimensioni del 
marketing etico non sono astratte, ma influenzano concretamente la qualità 
della relazione tra brand e consumatore, incidendo su fiducia, soddisfazione e 
comportamento d’acquisto (Lee e Jin, 2019).  

Nel contesto attuale, l’importanza del marketing etico è in forte crescita per 
diverse ragioni (Jahanzaib, 2024). In primo luogo, i consumatori, in particolare 
le generazioni più giovani come Gen Z e Millennials, richiedono trasparenza e 
coerenza valoriale. Numerose ricerche mostrano come la percezione di un al-
lineamento etico immediato favorisca la nascita di fiducia, intesa come capitale 
relazionale che si costruisce sulla base di strategie comunicative credibili e 
azioni aziendali coerenti. Questa fiducia rappresenta spesso la condizione di 
accesso al rapporto tra brand e consumatore, poiché senza di essa il legame si 
rivela fragile o insostenibile (Hess e Story, 2005). 

In secondo luogo, i quadri regolatori si stanno facendo più stringenti. Governi 
e autorità di vigilanza stanno introducendo norme sempre più severe in materia di 
veridicità della pubblicità, protezione dei dati personali e sostenibilità ambientale. 
Per le aziende, conformarsi a questi requisiti non significa soltanto evitare sanzioni, 
ma anche posizionarsi come leader di settore grazie a pratiche responsabili. 

In terzo luogo, il marketing etico alimenta la fedeltà al marchio, intesa non 
solo come fiducia momentanea, ma come preferenza durevole e consolidata 
nel tempo. Casi come TOMS e Patagonia mostrano che i brand capaci di inte-
grare l’etica nel proprio modello di business trasformano il consenso iniziale in 
un comportamento ripetuto di acquisto e advocacy. In questo caso, l’attrattiva 
del marchio non deriva unicamente dal valore intrinseco dei prodotti, ma dalla 
storia, dall’origine e dall’impatto sociale e ambientale che essi incorporano, ele-
menti che rafforzano l’identificazione dei consumatori con il brand stesso. 

Infine, l’etica nel marketing non si configura come una moda passeggera, ma 
come una condizione strutturale. In un contesto sociale in cui i consumatori par-
tecipano attivamente al dibattito pubblico su questioni etiche, ambientali e so-
ciali, i brand devono necessariamente adattarsi, integrando pratiche responsabili 
che contribuiscano non solo alla costruzione di legami solidi e a una reputazione 
positiva, ma anche alla capacità di “fare bene” nel mondo (Jahanzaib, 2024). 

L’avvento dell’intelligenza artificiale e del machine learning ha introdotto 
nuove opportunità ma anche rischi significativi per il marketing etico. Le ap-
plicazioni dell’AI spaziano dalla medicina alla finanza, dai servizi governativi 
all’industria dell’ospitalità, fino al marketing digitale. Tuttavia, sistemi mal pro-
gettati, addestrati su dati inadeguati o distorti, possono produrre conseguenze 
indesiderate e potenzialmente dannose. In alcuni casi, i processi decisionali 
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dell’AI risultano opachi, rendendo difficile comprendere come si sia arrivati a 
una determinata conclusione. 

Nel marketing, l’AI trova applicazione in numerosi ambiti: dall’analisi delle 
conversazioni pubbliche (ad esempio tramite social media listening) per valutare la 
percezione dei consumatori su prodotti, eventi e brand, all’automazione del 
processo di vendita attraverso chatbot e servizi personalizzati; dalla genera-
zione automatica di contenuti per pubblicità, giornalismo e promozioni, fino 
ai servizi di customer care virtuali progettati per individuare e risolvere rapida-
mente i motivi di insoddisfazione. Persino il riconoscimento facciale trova im-
piego in eventi e iniziative di marketing esperienziale (Su et al., 2023). 

Queste applicazioni offrono vantaggi in termini di efficienza, personalizza-
zione e scalabilità, ma come indicato nel capitolo precedente, sollevano anche 
questioni etiche fondamentali. Tra queste si annoverano, in primo luogo, i rischi 
di bias algoritmico, quando i dati di addestramento riflettono pregiudizi struttu-
rali e producono esiti discriminatori. Esempi noti includono il motore di com-
pletamento automatico di Google, che ha associato in modo diffamatorio deter-
minati gruppi etnici a contenuti negativi (Badger, 2019), o la concessione di linee 
di credito inferiori alle donne a parità di condizioni economiche (Vigdor, 2019). 
A ciò si aggiungono le problematiche legate alla privacy e alla sorveglianza: la 
raccolta massiva di dati personali, dalla geolocalizzazione alle informazioni bio-
metriche, può compromettere la sfera privata e aprire la strada a forme di con-
trollo improprio. Un ulteriore nodo cruciale è la trasparenza dei processi deci-
sionali: comprendere su quali dati e logiche si fondano le decisioni algoritmiche 
è essenziale per garantire che siano coerenti con i valori dichiarati dal brand. In-
fine, errori o incoerenze percepite nei sistemi basati su AI possono minare l’af-
fidabilità del marchio stesso, con conseguenze significative sulla sua reputazione. 

Il marketing etico nell’era dell’AI richiede dunque un approccio proattivo, che 
non si limiti a considerare cosa un algoritmo può fare, ma anche come lo fa, su 
quali dati si basa e con quali conseguenze per individui e società. Integrare i principi 
dell’etica del marketing nello sviluppo, nella selezione e nell’uso delle tecnologie 
AI significa prevenire rischi, proteggere i diritti dei consumatori e garantire che 
l’innovazione proceda di pari passo con la responsabilità (Su et al., 2023). 
 
 
3.4. AI come oggetto del consumo etico 
 

Se nel paragrafo precedente l’attenzione si è concentrata sul marketing etico 
nell’era tecnologica, mostrando come i principi di responsabilità sociale, tra-
sparenza e coerenza valoriale si riflettano nelle diverse dimensioni del marke-
ting mix e nelle prime applicazioni dell’AI, il passo successivo consiste nello 
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spostare il fuoco dall’AI come strumento del marketing all’AI come oggetto stesso 
del consumo etico. Questa prospettiva implica non solo interrogarsi su ciò che 
l’AI fa, ma anche e soprattutto su come è progettata, sviluppata e integrata nei 
prodotti e servizi destinati al mercato. In altre parole, la valutazione etica non 
può limitarsi alle applicazioni immediate della tecnologia, ma deve compren-
dere l’intera “filiera algoritmica” e l’insieme delle scelte progettuali che ne de-
terminano il funzionamento, le implicazioni e gli impatti a diversi livelli: dal 
singolo prodotto, al consumatore, fino alla società nel suo complesso. 

Considerare l’intelligenza artificiale e le sue applicazioni come oggetto del con-
sumo etico significa andare oltre il mero giudizio funzionale riguardante ciò che 
un sistema è in grado di fare, per indagare anche la sua genesi, le logiche che ne 
regolano il funzionamento e i valori impliciti nei suoi processi di progettazione, 
sviluppo e distribuzione. In quest’ottica, non basta valutare le performance di un 
algoritmo o l’efficacia di un’applicazione: è necessario domandarsi quali principi 
morali, interessi commerciali e visioni del mondo siano stati incorporati nel sistema 
e in che misura questi siano coerenti con i valori normativi e sociali riconosciuti 
come fondamentali, quali equità, trasparenza e responsabilità. 

Negli ultimi anni, la presenza dell’AI nella vita quotidiana è cresciuta in ma-
niera esponenziale. Sistemi di raccomandazione che guidano le nostre scelte di 
acquisto e intrattenimento, assistenti vocali che organizzano le attività giorna-
liere, veicoli autonomi che promettono di rivoluzionare la mobilità, algoritmi 
in grado di supportare diagnosi mediche o gestire portafogli finanziari: tutti 
questi esempi mostrano come l’AI si stia trasformando in un’infrastruttura in-
visibile ma pervasiva (Du e Xie, 2021). Questa diffusione solleva una domanda 
cruciale: l’AI è davvero uno strumento neutro, capace di adattarsi in modo in-
differente agli scopi degli utenti, oppure possiede una propria carica valoriale 
che orienta e condiziona il comportamento umano? Per rispondere, è utile par-
tire dal dibattito sulla neutralità tecnologica e sul ruolo di mediazione morale 
svolto dalle tecnologie. 

 
 

3.4.1. La neutralità tecnologica e la mediazione morale 
 

Il dibattito sulla neutralità tecnologica ha radici profonde nella filosofia della 
tecnologia. Secondo la tesi della “value neutrality” (Morrow, 2014), gli strumenti 
tecnologici non contengono in sé valori morali: sono semplici mezzi, che pos-
sono essere impiegati per scopi eticamente positivi o negativi, ma la responsa-
bilità ultima di tali scelte ricade esclusivamente sugli esseri umani. In questa 
prospettiva, un veicolo autonomo, un algoritmo di selezione del personale o 
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un sistema di diagnosi automatica sono moralmente indifferenti; diventano 
buoni o cattivi a seconda dell’uso che ne viene fatto. 

Questa visione, però, è sempre più contestata da studiosi che sottolineano 
come le tecnologie non siano mai del tutto neutre. Ricercatori come Gaggioli et al. 
(2017), Kroes e Verbeek (2014) o Wallach e Allen (2008) sostengono che gli arte-
fatti tecnologici incorporano scelte di progettazione, priorità commerciali e modelli 
di comportamento che influenzano profondamente le decisioni umane. In altre 
parole, le tecnologie non si limitano a essere “usate” come strumenti passivi, ma 
contribuiscono a modificare la percezione della realtà, ridefiniscono le possibilità 
d’azione e trasformano le relazioni interpersonali. Numerose evidenze empiriche 
confermano questa prospettiva. Ad esempio, Montag e Hegelich (2020) hanno 
mostrato come le dinamiche proprie dei social media, alimentate da algoritmi di 
raccomandazione, possano favorire fenomeni di isolamento e riduzione delle in-
terazioni significative, incidendo sulla qualità delle relazioni sociali. Altri studi 
hanno documentato i rischi di dipendenza digitale e techno-stress derivanti da un 
uso eccessivo di strumenti tecnologici, evidenziando come la progettazione degli 
algoritmi possa orientare le pratiche quotidiane degli utenti (Roberts e David, 2016; 
Samaha e Hawi, 2016), con ricadute sul benessere psicologico e sulle relazioni so-
ciali (Twenge e Campbell, 2018). 

In questo contesto si inserisce la moral mediation theory elaborata da Verbeek 
(2011, 2014), secondo cui le tecnologie agiscono come mediatori morali: non sono 
semplici canali neutri, ma co-produttori di decisioni etiche insieme agli esseri 
umani. Le nostre percezioni morali, le scelte quotidiane e perfino la definizione di 
ciò che riteniamo giusto o sbagliato sono influenzate da questi mediatori invisibili. 

Per questo motivo, cresce l’esigenza di progettare tecnologie che incorpo-
rino intenzionalmente principi etici, obiettivo perseguito da approcci come il 
value-sensitive design (Friedman e Hendry, 2019) e la positive technology (Riva et al., 
2012). Entrambe le correnti invitano a considerare la tecnologia non solo come 
strumento, ma come partner attivo nella costruzione di relazioni e ambienti 
che rispettino valori umani fondamentali. In tale prospettiva, il design etico 
non rappresenta soltanto una responsabilità dei progettisti, ma diventa un cri-
terio di valutazione anche per i consumatori, che sempre più spesso giudicano 
la legittimità di un brand sulla base della coerenza tra le sue scelte tecnologiche 
e i valori sociali condivisi. 

 
 

3.4.2. Tre dimensioni chiave: multi-funzionalità, interattività, stadio di intelligenza 
 

Per comprendere l’impatto etico dei prodotti basati su AI, è utile analizzarli 
attraverso tre dimensioni fondamentali: multi-funzionalità, interattività e stadio 
di intelligenza (Du e Xie, 2021). 
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La dimensione della multi-funzionalità misura l’ampiezza delle funzioni che 
un prodotto può svolgere. Un assistente digitale come Alexa o Google Home, 
così come uno smartwatch di ultima generazione, integra diverse funzioni: ge-
stione del calendario, controllo della domotica, monitoraggio di parametri bio-
metrici, riproduzione musicale, acquisti online. Questa varietà di input e output 
può ridurre alcuni rischi, come il bias algoritmico derivante da dati unidimen-
sionali, grazie alla possibilità di incrociare informazioni provenienti da fonti 
diverse. Tuttavia, l’alta multi-funzionalità espone a problemi specifici: la rac-
colta di grandi quantità di dati personali aumenta le vulnerabilità in materia di 
privacy e sicurezza informatica; l’ampia gamma di servizi può indurre dipen-
denza e ridurre l’autonomia decisionale dell’utente; e l’automazione di più fun-
zioni contemporaneamente può accelerare la sostituzione del lavoro umano, 
alimentando timori di disoccupazione tecnologica. All’opposto, sistemi a bassa 
multi-funzionalità (come, ad esempio, un algoritmo di raccomandazione di 
Netflix o Amazon) sono meno invasivi sul piano dei dati raccolti, ma più espo-
sti al rischio di bias: se l’algoritmo si basa su dati poco rappresentativi, tenderà 
a riprodurre e amplificare pregiudizi esistenti (Du e Xie, 2021). 

L’interattività riguarda sia la frequenza che la qualità degli scambi tra utente 
e sistema. Prodotti ad alta interattività non si limitano a fornire un output, ma 
dialogano con l’utente, chiedono conferme, spiegano i processi decisionali e si 
adattano in tempo reale. Questo aumenta la fiducia, la percezione di controllo 
e il coinvolgimento dell’utente, ma comporta anche una raccolta costante di 
dati, spesso molto sensibili, come posizione, attività fisica, parametri biome-
trici. Questi dati, se non adeguatamente protetti, possono diventare bersaglio 
di attacchi informatici o essere utilizzati per finalità non previste dal consuma-
tore. L’interattività elevata può inoltre generare una dipendenza funzionale: più 
il sistema è efficace e “piacevole” da usare, più l’utente tende ad affidargli de-
cisioni che un tempo prendeva autonomamente (Du e Xie, 2021). 

Infine, lo stadio di intelligenza si riferisce al livello di sofisticazione dell’AI 
incorporata nei prodotti e ai tipi di funzioni cognitive che essa è in grado di svol-
gere. La letteratura distingue tre tappe principali nello sviluppo dell’intelligenza 
artificiale. L’intelligenza artificiale ristretta (narrow AI) corrisponde allo stato at-
tuale della tecnologia: sistemi capaci di eccellere in compiti specifici, spesso su-
perando la performance umana, ma senza capacità di trasferire le competenze da 
un ambito all’altro. In prospettiva futura, si ipotizza lo sviluppo di un’intelligenza 
artificiale generale (AGI), in grado di eseguire autonomamente una gamma più 
ampia di compiti, risolvere problemi complessi e adattarsi a contesti diversi con 
capacità paragonabili a quelle umane. Più speculativa, ma presente nel dibattito 
teorico, è l’idea di una superintelligenza artificiale, capace non solo di superare le 
abilità umane in ogni ambito, ma anche di sviluppare forme di creatività scienti-
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fica e artistica, competenze sociali avanzate e un livello di consapevolezza supe-
riore (Du e Xie, 2021; Kaplan e Haenlein, 2019). 

Dal punto di vista etico, la progressione lungo questi stadi implica un au-
mento della complessità e dell’urgenza delle questioni sollevate. Man mano che 
i sistemi diventano più potenti e autonomi, crescono i rischi legati alla raccolta 
massiva di dati, alla tutela della privacy e alla sicurezza informatica. Allo stesso 
tempo, la capacità dei sistemi di agire in modo sempre più indipendente rende 
cruciale il tema del design etico, affinché le decisioni prese riflettano i valori e 
le priorità degli utenti. Infine, nel lungo periodo, l’impiego esteso di tecnologie 
autonome potrebbe produrre conseguenze macroeconomiche, come la sosti-
tuzione su larga scala di professioni e attività lavorative, ponendo sfide signifi-
cative alla coesione sociale e al benessere collettivo.  

Queste tre dimensioni – multi-funzionalità, interattività e stadio di intelli-
genza – offrono una lente utile per comprendere come le caratteristiche di un 
prodotto AI influenzino il tipo e l’intensità delle sfide etiche. Tuttavia, l’analisi 
non può fermarsi alle proprietà tecniche o alle modalità di interazione con 
l’utente: è necessario ampliare lo sguardo per cogliere come tali sfide si mani-
festino e si amplifichino a diversi livelli, dal singolo prodotto fino alle dinami-
che sociali più ampie. Da qui l’importanza di un approccio multi-livello, capace 
di connettere progettazione, utilizzo e impatti collettivi. 
 
 
3.4.3. Un approccio multi-livello alle implicazioni etiche 

 
Un contributo rilevante della ricerca sulla significatività morale della tecno-

logia è l’idea che le questioni etiche non si manifestino in un unico punto della 
catena di valore tecnologica, ma emergano a più livelli interconnessi (Gaggioli 
et al., 2017; van de Poel e Kroes, 2014; Wallach e Allen, 2008). Questa prospet-
tiva riconosce che gli effetti etici si distribuiscono lungo l’intero ciclo di vita 
della tecnologia e all’interno della rete di attori che la progettano, la utilizzano 
e ne subiscono le conseguenze. In particolare, Du e Xie (2021) individuano tre 
dimensioni principali lungo le quali si distribuisce l’impatto dell’AI: livello pro-
dotto, livello consumatore e livello società. Il livello prodotto riguarda le carat-
teristiche intrinseche dei sistemi AI, le loro prestazioni e l’allineamento con 
principi come equità, assenza di bias e rispetto dei valori degli utenti. Il livello 
consumatore si focalizza sugli effetti diretti sulle persone che utilizzano o su-
biscono l’uso di prodotti AI, con questioni come la privacy, la sicurezza dei 
dati, l’autonomia decisionale e il benessere. Infine, il livello società considera le 
conseguenze sistemiche e di lungo periodo, come le trasformazioni occupazio-
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nali, le implicazioni per la governance e l’equità sociale, o l’impatto sulla cultura 
e sulle relazioni collettive. 

Questa articolazione multi-livello è necessaria per cogliere la complessità 
delle sfide etiche dell’AI, evitando approcci riduzionistici che si limitino a una 
sola prospettiva (tecnica o sociale) e riconoscendo invece l’intreccio tra proget-
tazione, utilizzo e impatti diffusi. 
 
 
3.4.3.1. Livello prodotto: bias e design etico 
 

Uno dei principali problemi etici a livello di prodotto è rappresentato dai 
pregiudizi algoritmici. È diffusa la convinzione che le macchine siano intrinse-
camente più obiettive degli esseri umani, ma in realtà gli algoritmi possono 
ereditare, e talvolta amplificare, i bias presenti nei dati di addestramento. 
Esempi noti includono il sistema di selezione del personale sviluppato da Ama-
zon, abbandonato perché penalizzava sistematicamente le candidature femmi-
nili (Hamilton, 2018), o il software COMPAS, utilizzato negli Stati Uniti per 
valutare il rischio di recidiva, che mostrava bias contro imputati afroamericani 
(Courtland, 2018). 

Le cause principali risiedono nella composizione sbilanciata dei dataset: 
ImageNet, ad esempio, è stato per anni uno dei database più utilizzati per il 
training di algoritmi di visione artificiale, ma oltre il 45% delle sue immagini 
proveniva dagli Stati Uniti, mentre paesi come India e Cina, che insieme rap-
presentano oltre un terzo della popolazione mondiale, contribuivano con ap-
pena il 3% (Zou e Schiebinger, 2018). Superare questi bias richiede strategie 
mirate: aumentare la trasparenza sui dataset, effettuare audit regolari, inserire 
meccanismi di “AI audit” automatizzati in grado di rilevare e correggere pre-
giudizi, e includere la supervisione umana nei processi decisionali più critici. 

Il secondo pilastro del livello prodotto è il design etico, inteso come l’inte-
grazione intenzionale di valori morali nei processi decisionali dell’AI. Questo 
aspetto diventa cruciale in applicazioni ad alto impatto sociale, come ad esem-
pio le auto a guida autonoma, che si trovano a dover affrontare dilemmi morali 
complessi. L’esempio più citato è il cosiddetto trolley problem (o dilemma del 
carello), adattato al contesto automobilistico: in caso di incidente inevitabile, 
un veicolo autonomo potrebbe trovarsi di fronte alla scelta se proseguire nella 
propria corsia e investire un pedone, oppure sterzare e causare uno scontro 
con un altro veicolo, mettendo a rischio la vita dei passeggeri (Bonnefon et al., 
2016). Questo scenario illustra come le tecnologie non si limitino a eseguire 
istruzioni neutre, ma debbano incorporare criteri etici in grado di orientare de-
cisioni ad alto rischio. 
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Alla luce di tali sfide, la letteratura individua due approcci principali per 
programmare l’etica nei sistemi intelligenti (Etzioni e Etzioni, 2017). Nel mo-
dello top-down, i progettisti codificano esplicitamente principi morali all’interno 
del sistema, attingendo a teorie etiche generali (utilitarismo, deontologia, etica 
della virtù) o a codici professionali specifici, come quelli proposti da IEEE o 
ACM1. Nel modello bottom-up, invece, l’AI apprende osservando il comporta-
mento umano in scenari reali, deducendo preferenze e priorità morali senza 
l’ausilio di regole formali. Un esempio di questa logica è l’“ethics bot” ipotizzato 
da Etzioni e Etzioni (2017), concepito per raccogliere informazioni sulle scelte 
etiche di un individuo e trasferirle poi al funzionamento dei sistemi a esso as-
sociati. Entrambi i modelli presentano limiti evidenti: il primo rischia di risul-
tare troppo rigido e incapace di adattarsi a contesti incerti, mentre il secondo 
soffre di opacità e imprevedibilità nelle scelte apprese. È in questo scenario che 
si fa strada l’ipotesi di soluzioni ibride, capaci di bilanciare la coerenza norma-
tiva del top-down con la flessibilità adattiva del bottom-up. 

 
 

3.4.3.2. Livello consumatore: privacy e sicurezza informatica 
 

Se il livello prodotto riguarda il funzionamento interno e la progettazione dei 
sistemi AI, il livello consumatore pone l’accento sugli impatti diretti sull’utente, 
in particolare in relazione alla privacy e alla cybersecurity (Du e Xie, 2021). 

La privacy, intesa come diritto a controllare le informazioni personali 
(DesJardins, 2014), rappresenta una delle sfide etiche più rilevanti nell’era 
dell’AI. I sistemi AI, soprattutto quelli caratterizzati da alta interattività, raccol-
gono una varietà crescente di dati: dalle informazioni testuali e visive alle regi-
strazioni vocali, dai dati biometrici fino a quelli relativi a preferenze, abitudini 
e posizione geografica. Molti di questi dati vengono acquisiti in maniera silente, 
senza che l’utente ne sia pienamente consapevole. Gli smart speaker, ad esempio, 
ascoltano costantemente per rilevare la “parola chiave” di attivazione, ma nel 
farlo possono registrare frammenti di conversazioni private. Alcuni dispositivi 
indossabili raccolgono parametri medici che, se condivisi impropriamente, po-
trebbero rivelare condizioni di salute sensibili. 

 
1 IEEE è l’acronimo di Institute of Electrical and Electronics Engineers, la più grande associazione 

professionale al mondo dedicata allo sviluppo di standard e linee guida per l’ingegneria elettrica, 
elettronica, informatica e delle telecomunicazioni. ACM è l’acronimo di Association for Computing 
Machinery, una associazione internazionale no-profit che promuove l’avanzamento della scienza 
e della pratica dell’informatica, sostiene la ricerca, l’educazione e l’adozione di standard nella 
comunità informatica. 
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Oltre alla raccolta in sé, desta preoccupazione l’uso secondario dei dati: 
aziende che riutilizzano informazioni raccolte per scopi inizialmente dichiarati 
(come, ad esempio, il miglioramento del servizio) per finalità commerciali non 
previste, come la profilazione pubblicitaria o la vendita a terzi. 

Per mitigare questi rischi, la letteratura suggerisce tre strategie chiave. Un 
primo elemento riguarda la trasparenza, ossia la necessità che le aziende redi-
gano politiche sulla privacy chiare, concise e comprensibili, spiegando in che 
modo vengono raccolti, utilizzati, protetti e condivisi i dati (Martin et al., 2017; 
Wirtz e Lwin, 2009). Un secondo aspetto è l’equità distributiva, che implica la 
possibilità di offrire ai consumatori vantaggi concreti in cambio della condivi-
sione dei dati, come servizi gratuiti, offerte personalizzate o compensazioni 
economiche (Ashworth e Free, 2006). Infine, un ruolo centrale spetta al con-
trollo da parte dell’utente, che dovrebbe poter decidere quali dati fornire, con 
quale frequenza e a chi possano essere trasmessi (Du e Xie, 2021). 

Tuttavia, anche adottando queste pratiche, l’AI introduce complessità senza 
precedenti: la natura “opaca” degli algoritmi rende difficile spiegare in modo 
esaustivo le modalità di utilizzo dei dati, e molti utenti concedono il consenso 
senza leggere o comprendere i termini. Inoltre, tecniche di de-anonimizzazione 
rendono possibile risalire all’identità di un individuo anche da dataset anonimi, 
sfruttando combinazioni uniche di variabili come posizione, cronologia di ri-
cerca e comportamento online (Barocas e Nissenbaum, 2014). 

L’altra tematica concernente il livello consumatore è la sicurezza informa-
tica, la quale è strettamente connessa alla privacy, ma si concentra sulla prote-
zione delle informazioni da accessi non autorizzati o attacchi malevoli. L’ado-
zione di AI in settori come sanità, finanza e trasporti amplia la “superficie di 
attacco” disponibile per i criminali informatici. Negli ultimi anni, le violazioni 
di dati hanno coinvolto aziende di ogni settore: dai social network come Fa-
cebook e LinkedIn, fino a banche, ospedali e piattaforme di e-commerce. Con 
l’AI, la quantità e il valore delle informazioni custodite aumentano, rendendo i 
sistemi un obiettivo ancora più appetibile (Du e Xie, 2021). 

Per affrontare questa sfida, gli esperti raccomandano misure proattive, 
come implementare strategie di sicurezza olistiche che includano monitoraggio 
costante, test periodici, simulazioni di attacco e governance della sicurezza 
(Densham, 2015). Inoltre, è suggerita l’adozione del cosiddetto modello “avo-
cado”, che prende il nome dalla metafora del frutto: la polpa esterna rappre-
senta i dati meno sensibili, che possono circolare più liberamente e con un 
livello di protezione relativamente semplice; il nocciolo centrale simboleggia 
invece le informazioni più delicate, che devono rimanere isolate da reti pubbli-
che e protette da sistemi di sicurezza avanzati. Tuttavia, anche con sistemi ro-
busti, gli incidenti sono inevitabili. In tali casi, è cruciale che l’azienda reagisca 
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prontamente, comunicando in modo trasparente l’accaduto e le misure adot-
tate per prevenire futuri episodi. Secondo Gwebu et al. (2018), una strategia 
comunicativa proattiva che ribadisca l’impegno verso la protezione degli utenti 
è essenziale per ricostruire la fiducia.  

In definitiva, la gestione etica della privacy e della sicurezza informatica non 
rappresenta soltanto un requisito tecnico o legale, ma diventa un fattore com-
petitivo e simbolico nel rapporto con i consumatori. Un prodotto AI che ga-
rantisce trasparenza, controllo e protezione dei dati non solo riduce i rischi 
operativi, ma rafforza la fiducia degli utenti e si qualifica come scelta coerente 
con i principi del consumo etico. Al contrario, pratiche percepite come opache 
o negligenti possono tradursi in un deterioramento della reputazione del brand 
e in una ridotta propensione all’adozione della tecnologia. 
 
 
3.4.3.3. Livello società: autonomia, benessere e occupazione 

 
Il terzo livello dell’analisi riguarda gli effetti sistemici dell’AI sulla società 

nel suo complesso. Qui le questioni etiche principali sono due: la tutela dell’au-
tonomia e del benessere individuale e il rischio di disoccupazione tecnologica 
(Du e Xie, 2021). 

L’autonomia è la capacità di autodeterminarsi sulla base di valori, desideri e 
convinzioni autentiche, non imposte dall’esterno (Christman, 2015). L’AI può 
eroderla in modi sottili ma incisivi. Un esempio emblematico è la pubblicità 
mirata: piattaforme e inserzionisti utilizzano algoritmi avanzati per combinare 
dati di navigazione, interazioni social e cronologia degli acquisti, generando 
messaggi personalizzati con altissima probabilità di conversione. Questa preci-
sione, però, può trasformarsi in manipolazione, riducendo lo spazio per la ri-
flessione critica e la scelta consapevole (André et al., 2018). Negli ultimi anni, 
la crescente attenzione normativa in Europa ha portato all’adozione del Digital 
Services Act (DSA), che vieta la pubblicità comportamentale rivolta ai minori 
e impone obblighi di trasparenza più stringenti per le piattaforme digitali (Al-
gorithmWatch, 2023; European Commission, 2025). TikTok, ad esempio, ha 
già implementato restrizioni simili per i giovani utenti, bloccando le inserzioni 
personalizzate basate su profilazione comportamentale (ICO, 2023). Questi in-
terventi mirano a limitare forme di persuasione algoritmica ritenute particolar-
mente dannose per fasce vulnerabili della popolazione. 

Un altro fronte critico è la dipendenza digitale. Molti servizi digitali ottimiz-
zati tramite AI, dai social network alle piattaforme di streaming, sono progettati 
per massimizzare il tempo trascorso dall’utente, sfruttando meccanismi psico-
logici come la ricompensa variabile. Diversi studi collegano l’uso compulsivo 
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di social media e smartphone a cali di rendimento scolastico, peggioramento 
delle relazioni interpersonali e riduzione della soddisfazione di vita (Samaha e 
Hawi, 2016; Roberts e David, 2016). 

Per contrastare questi effetti, le aziende dovrebbero integrare nei loro obiet-
tivi di business anche finalità di promozione del benessere, ispirandosi ai cin-
que pilastri individuati da Seligman (2011): emozioni positive, coinvolgimento, 
relazioni, significato e realizzazione. Alcune imprese hanno iniziato a intro-
durre strumenti di uso consapevole, come i sistemi di monitoraggio del tempo 
trascorso su un’app o le opzioni di “modalità pausa” per limitare le notifiche. 
Collaborazioni con organizzazioni come il Center for Humane Technology2 pos-
sono rafforzare queste iniziative, fornendo linee guida e formazione per utenti 
e sviluppatori. 

La seconda questione sociale è l’impatto dell’AI sull’occupazione. Secondo 
un rapporto McKinsey (2017), entro il 2030 circa il 60% delle professioni vedrà 
automatizzate almeno il 30% delle attività. Stime di PWC (2018) prevedono 
che entro metà degli anni Trenta il 30% dei posti di lavoro nei Paesi OCSE 
sarà ad alto rischio di automazione. Il lavoro non è solo fonte di reddito, ma 
anche di identità, status sociale e benessere psicologico (Du et al., 2015). La 
perdita massiccia di occupazione può quindi avere effetti destabilizzanti non 
solo sull’economia, ma anche sulla coesione sociale e sulla salute mentale. 

Alcuni governi hanno iniziato a sperimentare strategie per mitigare tali ri-
schi. A Singapore, il programma nazionale SkillsFuture fornisce a ogni cittadino 
adulto un credito formativo da spendere in corsi di aggiornamento e riqualifi-
cazione, con incentivi aggiuntivi per i lavoratori a metà carriera (Qiu, 2019; 
SkillsFuture, 2025). L’obiettivo è favorire il lifelong learning e il reskilling verso 
professioni emergenti, anticipando gli impatti dell’automazione. 

Le imprese, dal canto loro, hanno una responsabilità etica verso i dipendenti 
(Freeman, 1984) e possono adottare strategie simili: investire in programmi di for-
mazione interna, destinare una parte dei profitti derivanti dall’automazione a fondi 
per la riqualificazione, o creare percorsi di ricollocamento verso ruoli generati 
dall’adozione dell’AI, sia all’interno sia all’esterno dell’azienda (Du e Xie, 2021). 

In sintesi, considerare l’AI come oggetto del consumo etico significa affron-
tare una sfida complessa e multilivello, che intreccia scelte di progettazione, 
pratiche di utilizzo e impatti sociali di lungo periodo. Solo un approccio con-
sapevole e orientato ai valori, capace di integrare responsabilità e innovazione, 
potrà garantire che lo sviluppo dell’AI contribuisca non solo al progresso tec-
nologico, ma anche al benessere collettivo e alla tutela dei diritti fondamentali. 

 
2 Il Center for Humane Technology è un’organizzazione no-profit che promuove lo sviluppo e l’uso 

responsabile delle tecnologie digitali, con particolare attenzione al benessere umano e sociale. 
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3.5. Dalla teoria alla pratica: i limiti del consumo etico dell’AI 
 
Nonostante la crescente attenzione verso pratiche di consumo responsabile, 

l’applicazione di questi principi al campo dell’intelligenza artificiale incontra bar-
riere significative. Se, in teoria, i consumatori dichiarano di preferire tecnologie 
trasparenti, eque e rispettose dei valori sociali, nella pratica tali intenzioni si scon-
trano con ostacoli cognitivi, informativi e comportamentali che rendono difficile 
tradurre i principi etici in scelte d’acquisto effettive. Tre fattori in particolare ri-
sultano determinanti nel limitare lo sviluppo di un consumo etico dell’AI: man-
canza di consapevolezza, asimmetrie informative ed “ethical gap”. 

Un primo ostacolo riguarda la mancanza di consapevolezza. Gran parte dei 
consumatori non possiede le competenze necessarie per interpretare la dimen-
sione etica delle tecnologie AI, spesso percepite come “magiche” o inevitabili 
piuttosto che come prodotti socialmente situati (Schneider-Kamp, 2024). I si-
stemi smart e gli algoritmi complessi, caratterizzati da opacità e linguaggi tec-
nici, non facilitano la riflessione critica, e questo fa sì che gli utenti si concen-
trino prevalentemente sui benefici immediati, come convenienza, velocità e 
personalizzazione, trascurando le implicazioni legate a valori come equità, pri-
vacy e sostenibilità. Una recente revisione sistematica conferma questa ten-
denza, evidenziando come i consumatori tendano a percepire l’AI soprattutto 
come un servizio funzionale, senza soffermarsi sulle questioni etiche sotto-
stanti (Nogueira et al., 2025). Risultati simili emergono anche da studi sul mar-
keting e i servizi: la percezione di opacità o mistero nei sistemi automatizzati 
riduce la propensione a valutare i risvolti morali (Gürsoy et al., 2019). Ciò sug-
gerisce che la consapevolezza etica non sia spontanea, ma debba essere colti-
vata attraverso processi educativi, comunicazione trasparente e strategie di sen-
sibilizzazione.  

Un secondo ordine di barriere è costituito dalle asimmetrie informative. La 
complessità tecnica dei sistemi AI crea un divario strutturale tra ciò che le im-
prese sanno e ciò che i consumatori possono conoscere. Park e Yoon (2025) 
mostrano come molte iniziative di “trasparenza algoritmica” non producano 
reale comprensione: i documenti di policy e le informative restano spesso 
oscuri, troppo tecnici o incompleti, diventando più strumenti di legittimazione 
che di effettiva accountability. Anche studi empirici sui sistemi di raccomanda-
zione confermano questo problema: i consumatori interagiscono quotidiana-
mente con algoritmi che selezionano contenuti, prodotti o notizie, ma rara-
mente comprendono su quali criteri si basino le raccomandazioni, accettandole 
implicitamente come neutre o oggettive (Hardcastle et al., 2025). Già Mittel-
stadt et al. (2016) avevano evidenziato come l’opacità algoritmica ponga limiti 
strutturali all’accountability e alla possibilità per gli utenti di valutare le scelte dei 
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sistemi. Questa sproporzione informativa, che pone l’utente in posizione di 
svantaggio, riduce la possibilità di compiere scelte effettivamente consapevoli, 
rafforzando la dipendenza dai provider tecnologici.  

Infine, anche quando la consapevolezza è presente e l’informazione disponi-
bile, persiste la contraddizione tra valori dichiarati e comportamenti effettivi, 
nota come ethical gap. Studi recenti come Shi et al. (2025) e Adanyin (2024) con-
fermano che i consumatori danno importanza a privacy, equità e valori etici nei 
prodotti AI, ma la ricerca che indaga come questi valori resistano quando si tratta 
di scelta concreta di acquisto è fino ad oggi limitata o non conclusiva. La lettera-
tura sul consumo etico in senso lato mostra risultati coerenti: nonostante dichia-
rino di essere guidati da valori morali, nelle pratiche di acquisto i consumatori 
continuano a privilegiare criteri più immediati come prezzo, comodità o qualità 
percepita (Auger e Devinney, 2007; Carrington et al., 2014; White et al., 2019). 
Questa incoerenza è amplificata dal contesto specifico dell’AI, in cui le implica-
zioni etiche sono meno tangibili rispetto ad altri ambiti di consumo (ad esempio, 
l’acquisto di prodotti biologici o fair trade). Come osserva Schneider-Kamp 
(2024), le scelte dei consumatori in ambito digitale sono spesso situazionali e 
frammentate, costruite attraverso compromessi che portano a sacrificare i prin-
cipi etici a favore di esigenze pratiche o di gratificazioni a breve termine. 

In sintesi, la presenza congiunta di bassa consapevolezza, forti asimmetrie 
informative e un marcato ethical gap dimostra che il consumo etico dell’AI non 
può essere affidato esclusivamente alle scelte individuali. Perché l’AI diventi dav-
vero un oggetto di consumo etico, occorrono interventi sistemici: da un lato, 
politiche pubbliche e normative che riducano l’opacità e responsabilizzino le im-
prese; dall’altro, strategie educative e comunicative che aiutino i consumatori a 
riconoscere e valutare gli impatti etici delle loro scelte tecnologiche. Per le im-
prese, invece, questo significa andare oltre la semplice conformità normativa, 
sviluppando pratiche di design e strategie di comunicazione che sappiano ren-
dere visibili e tangibili i valori etici incorporati nei prodotti, trasformando così la 
responsabilità in un vantaggio competitivo. Solo in questo modo sarà possibile 
trasformare la domanda etica in un effettivo driver di cambiamento del mercato.  
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4 
STUDIO QUALITATIVO: PREOCCUPAZIONI ETICHE  

DEI CONSUMATORI 
 

di Francesca Bergianti 
 
 
 
 
 
 
 

4.1. Obiettivi e panoramica dello studio 
 

Nonostante la crescente diffusione della Generative AI (GenAI) nelle prati-
che quotidiane, la letteratura scientifica si è concentrata prevalentemente su 
contesti applicativi specifici – come il mondo del lavoro, l’istruzione o la sanità 
– trascurando in larga misura le implicazioni etiche percepite dai consumatori 
nel loro ruolo di utenti finali. A oggi, le ricerche che esplorano le preoccupa-
zioni etiche dei consumatori in relazione a GenAI rimangono limitate: alcuni 
studi recenti (Baabdullah, 2024; Niu e Mvondo, 2024) hanno documentato la 
presenza di tali preoccupazioni, ma resta ancora poco indagato se e come que-
ste si traducano in intenzioni comportamentali concrete. Ne risulta una cono-
scenza parziale, che non coglie la complessità e la pluralità delle dimensioni 
etiche percepite dai consumatori.  

Alla luce di questo vuoto teorico ed empirico, il presente studio si propone 
di esplorare in modo qualitativo le principali preoccupazioni, in particolare di 
natura etica, che i consumatori manifestano nei confronti di GenAI. Attraverso 
un approccio esplorativo, si intende dare voce agli utenti nella loro veste di 
attori del consumo, per indagare come interpretano e valutano l’impatto di 
queste tecnologie nella vita quotidiana, nei processi decisionali e nella relazione 
con i brand. 

L’obiettivo principale dello studio è dunque quello di raccogliere insight qua-
litativi che consentano di costruire una mappa preliminare delle dimensioni 
critiche emergenti, offrendo una base concettuale per la successiva costruzione 
di strumenti quantitativi. In particolare, l’analisi mira a far emergere le tensioni 
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etiche tra utilità percepita e valutazioni valoriali, tra entusiasmo e diffidenza, 
tra empowerment tecnologico e percezioni di vulnerabilità, in linea con quanto 
discusso nei capitoli precedenti. L’attenzione si concentra su come i consuma-
tori attribuiscono significato all’interazione con sistemi GenAI in ambito di 
consumo, e su quali aspetti considerano eticamente problematici, in termini sia 
individuali (ad esempio, fiducia, autenticità) che collettivi (ad esempio, giustizia, 
trasparenza, controllo). 

 
 

4.2. Metodologia di ricerca 
 
4.2.1. Raccolta dati 

 
Per la raccolta dei dati qualitativi è stato utilizzato un questionario online 

somministrato tramite la piattaforma Prolific. Il campione è costituito da 102 
partecipanti residenti nel Regno Unito, selezionati secondo criteri di conve-
nienza e varietà demografica. L’età media dei rispondenti è di 40,2 anni; il 
47,1% si identifica come uomo, mentre il restante 52,9% come donna o altro. 

Il questionario somministrato prevedeva una domanda aperta unica, for-
mulata in termini volutamente generali: «In generale, cosa pensi dell’intelligenza arti-
ficiale generativa?». L’obiettivo della raccolta dati era esplorare in modo libero e 
spontaneo le opinioni dei consumatori riguardo alla Generative AI (GenAI), 
senza vincolarli a una griglia predefinita di tematiche o preoccupazioni. Per 
questo motivo, a ciascun partecipante è stato richiesto di esprimere la propria 
opinione generale su GenAI, senza riferimenti espliciti a problematiche etiche 
o rischi percepiti. Tale approccio ha permesso di rilevare in modo induttivo i 
temi più salienti, tra cui aspettative, dubbi, entusiasmi e preoccupazioni, of-
frendo una fotografia preliminare e autentica del vissuto soggettivo degli utenti 
rispetto a questa tecnologia emergente. 

Tutti i partecipanti hanno fornito una risposta testuale completa, artico-
lando riflessioni che includono sia valutazioni positive sia considerazioni criti-
che. Questa modalità si è rivelata utile per indagare la varietà di significati attri-
buiti a GenAI in contesti quotidiani, senza influenzare le risposte attraverso 
domande suggestive o direttive. Sebbene nelle risposte fossero presenti anche 
elementi di apprezzamento e aspettative positive verso la tecnologia, il presente 
studio ha scelto di concentrare l’analisi dati sulla dimensione delle preoccupa-
zioni etiche, in linea con gli obiettivi di ricerca e con le lacune individuate nella 
letteratura.  
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4.2.2. Analisi dei dati 
 

I dati testuali raccolti sono stati analizzati tematicamente seguendo l’approc-
cio sistematico proposto da Gioia et al. (2013), particolarmente adatto a esplo-
rare fenomeni emergenti e complessi a partire dal linguaggio dei partecipanti. 
L’intero processo di analisi si è articolato in tre fasi iterative di codifica, con 
l’obiettivo di costruire una tassonomia concettuale coerente con gli obiettivi 
esplorativi dello studio. 

Nella prima fase, ci siamo concentrati su una lettura approfondita dei testi, 
mantenendo un’impostazione bottom-up e data-driven. In primo luogo, sono stati 
identificati codici di primo livello (chiamati first-order categories), ovvero elementi 
descrittivi ricorrenti che riflettevano percezioni, timori, giudizi e impressioni 
espresse in modo diretto dai partecipanti (ad esempio, «Non mi fido dei contenuti 
generati», «Temo che possa sostituire i lavoratori umani»)1. 

Nella seconda fase, i codici sono stati raggruppati e integrati in 22 categorie 
concettuali più astratte (definite second-order themes). Questa rielaborazione è 
stata supportata sia dalla rilettura approfondita del corpus, sia dal confronto 
con la letteratura scientifica sul rapporto tra consumatori e GenAI (Puntoni et 
al., 2021) e dalle principali problematiche etiche già discusse nel Capitolo 2. I 
temi identificati in questa fase rappresentano pattern ricorrenti nelle narrazioni 
degli utenti, che riflettono forme di incertezza, tensione o conflitto etico nei 
confronti della tecnologia. 

Infine, nella terza fase di analisi, è stato compiuto un ulteriore sforzo di 
astrazione volto a sintetizzare i temi emersi in una mappa concettuale che iden-
tifica sette macro-preoccupazioni etiche principali (ovvero le aggregate dimen-
sions). Queste riguardano: (1) la perdita dell’umanità e dell’autenticità; (2) le mi-
nacce al lavoro e all’economia; (3) i rischi di abuso e manipolazione; (4) la crisi 
della fiducia e della veridicità; (5) la richiesta di regolamentazione e governance; 
(6) l’opacità e la complessità tecnologica; (7) l’impatto ambientale di GenAI. 

L’intero processo analitico ha permesso di evidenziare il modo in cui i con-
sumatori articolano spontaneamente timori e preoccupazioni nei confronti di 
GenAI, fornendo insight utili per la progettazione dello studio quantitativo 
successivo. Una rappresentazione schematica del processo di codifica è illu-
strata nella Figura 2. 

 

 
1 I dati riportati nel testo sono traduzioni dall’originale e includono minimi interventi di 

parafrasi volti a favorire la comprensibilità complessiva, senza alterarne il senso.  
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Figura 2 – Schema di coding per l’analisi dei dati 
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Fonte: elaborazione dell’autore2 

 
 

 
 

2 Per ragioni di economia espositiva, è stata riportata solo una selezione dei codici delle first 
order categories. 
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4.3. Risultati 
 
L’analisi delle risposte raccolte mette in luce, come primo elemento rile-

vante, una diffusa ambivalenza nelle opinioni dei consumatori riguardo all’im-
piego di strumenti di intelligenza artificiale generativa. Interrogati in merito ai 
propri pensieri e alle proprie opinioni, la maggioranza degli intervistati ha 
espresso giudizi che combinano prospettive positive con preoccupazioni di se-
gno opposto. Soltanto in rarissime occasioni gli utenti hanno formulato consi-
derazioni esclusivamente favorevoli, prive cioè di riserve o criticità, mentre al-
cune testimonianze si sono collocate all’estremo opposto, mettendo in evi-
denza soltanto rischi, timori e conseguenze indesiderate legate a tale tecnologia. 
È opportuno ricordare che la natura qualitativa dello studio e la limitata rap-
presentatività del campione non consentono di giungere a generalizzazioni sta-
tisticamente fondate, né questo rientrava negli obiettivi della ricerca. Tuttavia, 
il dato appare significativo sul piano interpretativo, poiché permette di cogliere 
come GenAI sia entrata nell’immaginario collettivo degli utenti assumendo i 
contorni di una realtà ambivalente, percepita quasi come una risorsa dalle po-
tenzialità straordinarie ma al tempo stesso come un dispositivo da maneggiare 
con cautela, una sorta di “arma a doppio taglio”. 

Da un lato, infatti, i consumatori riconoscono con chiarezza molteplici be-
nefici: la capacità di far risparmiare tempo nello svolgimento di attività quoti-
diane e lavorative, l’opportunità di ricevere supporto nei processi di apprendi-
mento o di studio, l’aiuto concreto nella redazione di testi o nella gestione di 
mansioni professionali, fino alla possibilità di stimolare la creatività individuale 
e di generare nuove idee. Dall’altro lato, a questi riconoscimenti si accompagna 
quasi sempre un elemento di cautela, espresso attraverso l’utilizzo ricorrente di 
un “ma” che introduce timori, dubbi o scenari problematici. Alcuni esempi 
emblematici riportano affermazioni quali: «Penso che GenAI rappresenti un contri-
buto positivo per la società, ma ho grandi preoccupazioni circa il suo uso eccessivo» op-
pure «Trovo che sia utile e mi aiuti a comprendere meglio alcuni argomenti, ma temo che 
possa sostituire il lavoro umano». 

Questa oscillazione tra entusiasmo e inquietudine restituisce un quadro nel 
quale gli utenti appaiono contemporaneamente aperti all’innovazione e timo-
rosi delle sue conseguenze, curiosi e attratti dal nuovo ma allo stesso tempo 
spaesati di fronte alla rapidità del cambiamento tecnologico. I risultati suggeri-
scono quindi una tensione costante tra il riconoscimento delle opportunità e il 
timore delle ricadute negative, tensione che si traduce in un atteggiamento pru-
dente e in un uso ancora esplorativo della tecnologia. Il presente lavoro si pro-
pone di approfondire soprattutto la dimensione delle preoccupazioni etiche 
espresse dai consumatori, così da contribuire ai gap rilevati nella letteratura 
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esistente e offrire una cornice teorica più articolata, utile a orientare futuri studi 
di tipo quantitativo.  
 
 
4.3.1. Preoccupazioni etiche dei consumatori 

 
Questo studio qualitativo si è posto come obiettivo principale l’esplorazione 

delle preoccupazioni di carattere etico che i consumatori associano all’intelligenza 
artificiale generativa. A tal fine, è stata proposta ai partecipanti una domanda volu-
tamente neutra che non orientava le risposte verso alcuna direzione interpretativa. 
Nonostante questa impostazione, il materiale raccolto si caratterizza in larga parte 
per dichiarazioni che esprimono timori, incertezze e criticità di ordine etico. Tale 
evidenza conferma e legittima la scelta di concentrare lo studio proprio sulla di-
mensione della preoccupazione, mostrando come essa emerga spontaneamente 
nel discorso degli utenti, senza bisogno di sollecitazioni mirate.  

L’analisi tematica delle risposte ha consentito di strutturare tali preoccupa-
zioni in sette macro-categorie, che rappresentano i principali nuclei semantici 
attorno a cui si è organizzata la riflessione dei consumatori: la perdita dell’uma-
nità e dell’autenticità; le minacce al lavoro e all’economia; i rischi di abuso e 
manipolazione; la crisi della fiducia e della veridicità; la richiesta di regolamen-
tazione e governance; l’opacità e la complessità tecnologica; e infine l’impatto 
ambientale di GenAI. Ognuna di queste aree non si limita a costituire un con-
tenitore statico, ma comprende al suo interno sotto-temi, sfumature e declina-
zioni specifiche, che verranno analizzate in maniera approfondita nei paragrafi 
successivi. L’obiettivo è quello di restituire un quadro dettagliato e stratificato 
delle ansie e dei dubbi dei consumatori, così da offrire una base teorica solida 
per ulteriori sviluppi di ricerca, anche di carattere quantitativo. 

 
 

4.3.1.1. Perdita dell’umanità e dell’autenticità 
 

La prima categoria individuata riguarda la paura della perdita dell’umanità e 
dell’autenticità. Si tratta di una preoccupazione di ampio respiro, che coinvolge 
dimensioni profonde dell’esperienza individuale e collettiva. Molti consuma-
tori hanno infatti espresso il timore che l’uso crescente di GenAI possa inne-
scare un processo di progressiva “disumanizzazione”, intesa come erosione di 
quelle qualità che tradizionalmente definiscono l’essere umano: la capacità di 
pensiero critico e riflessivo, la possibilità di costruire relazioni autentiche, la 
formazione dell’identità personale e, più in generale, la percezione di unicità 
che caratterizza ciascun individuo. 
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Questa categoria racchiude dunque ansie legate non solo agli effetti pratici 
della tecnologia, ma soprattutto al rischio di una trasformazione più radicale, in 
cui gli strumenti artificiali finiscano per sostituire o appiattire le componenti vitali 
della soggettività umana. L’idea ricorrente è che, laddove GenAI si insinui nei 
processi comunicativi, educativi e relazionali, l’apporto umano venga gradual-
mente ridimensionato, se non addirittura perso, fino a rendere più difficile di-
stinguere ciò che è autenticamente umano da ciò che è generato artificialmente. 

L’analisi delle risposte ha permesso di distinguere, all’interno di questa cor-
nice generale, quattro sotto-temi specifici che articolano le paure degli utenti 
in modi differenti ma interconnessi, che verranno analizzati in seguito. 

Un primo sotto-tema individuato riguarda la paura di disumanizzazione e 
di perdita di autenticità. Tale preoccupazione si radica nella convinzione che la 
diffusione di GenAI possa progressivamente indebolire o cancellare quegli ele-
menti che rendono l’essere umano unico e riconoscibile. Diversi partecipanti 
hanno espresso il timore che l’adozione di strumenti artificiali comporti la 
scomparsa delle caratteristiche che definiscono la nostra umanità, come la 
spontaneità, l’espressione autentica delle emozioni o la capacità di manifestare 
pensieri genuini. Le testimonianze raccolte ne sono una chiara conferma: «Temo 
che GenAI possa farci perdere gli elementi che ci rendono umani»; «Ho paura che GenAI 
possa essere utilizzata per la generazione di un’opinione o di un sentimento, poiché si tratta 
di qualcosa di personale per un essere umano e un input artificiale potrebbe distorcerlo». 

Inoltre, gli utenti hanno sottolineato la difficoltà crescente di riconoscere “la 
persona dietro la tecnologia”, denunciando così il rischio che opinioni e sentimenti 
vengano sostituiti da contenuti standardizzati, privi di originalità e radicamento 
soggettivo: «Assumo personale nella mia azienda e detesto vedere candidature scritte da GenAI, 
diventa difficile capire chi sono i candidati come persone». In questo quadro, la perdita di 
autenticità non riguarda soltanto la qualità dei prodotti generati dall’AI, ma investe 
l’intero tessuto delle interazioni sociali e comunicative, mettendo in discussione la 
possibilità di cogliere l’unicità di una persona dietro a un’elaborazione algoritmica. 

Un secondo sotto-tema emerso è la paura che l’uso crescente di GenAI possa 
favorire una forma di dipendenza cognitiva, riducendo progressivamente la capa-
cità di pensiero critico e di sforzo individuale. Le osservazioni raccolte parlano di 
un rischio di “pigrizia cognitiva” e di una diffusa tendenza a cercare scorciatoie, 
alimentata dal desiderio di avere risposte immediate: «Penso che vada ad aumentare il 
desiderio di avere tutto subito». In questa prospettiva, GenAI viene percepita come un 
mezzo che rende le persone meno inclini a impegnarsi, a studiare o a riflettere 
autonomamente: «Ho paura che ci renderà pigri e senza voglia di impegnarci». 

Alcuni consumatori hanno espresso con chiarezza il timore che l’affidarsi 
eccessivo a strumenti artificiali avvenga a scapito delle proprie conoscenze e 
facoltà mentali, fino a compromettere la capacità di elaborare e verificare in 
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autonomia le informazioni. Questo rischio è avvertito come particolarmente 
grave per le generazioni più giovani, considerate più esposte alla tentazione di 
delegare completamente all’AI processi di apprendimento e di espressione: «Mi 
preoccupa che i giovani possano diventare dipendenti dall’AI e non impareranno a impegnarsi 
seriamente o a esprimere i propri pensieri e opinioni». L’insieme di queste paure confi-
gura l’immagine di un futuro in cui l’essere umano, pur avendo a disposizione 
strumenti con grandi potenzialità, rischia di disabituarsi allo sforzo intellettuale, 
riducendo progressivamente la propria autonomia critica. 

Un ulteriore ambito di preoccupazione riguarda la sfera relazionale e sociale. 
Molti consumatori hanno manifestato la paura che l’uso estensivo di GenAI con-
duca a una progressiva impersonalità delle interazioni umane: «Temo che l’AI porti 
alla depersonalizzazione delle interazioni umane». In particolare, l’impiego di questi 
strumenti nella comunicazione quotidiana solleva il timore di una perdita di au-
tenticità e di un impoverimento dei rapporti interpersonali: «Ho paura che l’uso 
diffuso dell’AI, ad esempio nelle comunicazioni, possa ridurre l’autenticità delle interazioni». 

Alcune osservazioni hanno sottolineato il rischio che la tecnologia riduca le 
occasioni di confronto diretto, trasformando radicalmente le modalità con cui 
le persone acquisiscono informazioni e costruiscono legami: «Mi preoccupa che 
l’AI deteriori le interazioni umane e la nostra capacità di informarci parlando attivamente 
con le persone». La prospettiva delineata da diversi partecipanti è quella di una 
società futura caratterizzata da un marcato indebolimento del contatto umano, 
fino a generare un contesto sociale impoverito e asociale: «Credo che l’AI farà 
parte del nostro futuro e che la prossima generazione diventerà estremamente asociale». In 
questo scenario, il rischio più estremo è che la tecnologia si sostituisca comple-
tamente alla relazione umana: «Mi chiedo chi avrà più bisogno del contatto umano 
quando si può parlare con un robot». 

Un ulteriore ambito di preoccupazione riguarda i possibili effetti negativi di 
GenAI sui processi di educazione e apprendimento. Molti rispondenti hanno 
sottolineato il rischio che questi strumenti, anziché sostenere lo sviluppo delle 
conoscenze, finiscano per indebolire la motivazione individuale e ridurre la 
qualità della formazione. In particolare, ricorre con frequenza il timore che la 
facilità con cui GenAI produce testi, soluzioni o risposte favorisca comporta-
menti opportunistici da parte degli studenti, incentivando pratiche di plagio e 
riducendo l’impegno nello studio: «Penso che diventi troppo facile plagiare o imbro-
gliare nei compiti, facendosi fare il lavoro da GenAI»; «Credo ci saranno problemi di imbro-
glio/copiatura causati dall’utilizzo di GenAI a scuola». 

Accanto al fenomeno del plagio, si evidenzia anche la paura di un più ampio 
indebolimento del desiderio e della capacità di apprendere. Diversi partecipanti 
hanno infatti segnalato la possibilità che l’uso massiccio di AI conduca a una 
progressiva disabitudine allo sforzo cognitivo e alla riflessione personale: «Temo 
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che l’utilizzo di GenAI riduca il desiderio o la possibilità di apprendere e di impegnarsi su 
qualsiasi argomento». Questo aspetto viene avvertito come particolarmente critico 
per le giovani generazioni, considerate maggiormente esposte alla tentazione 
di affidarsi totalmente allo strumento, senza sviluppare un pensiero auto-
nomo: «Sono preoccupato per i giovani, che non impareranno a impegnarsi realmente o ad 
avere un proprio pensiero». 

Infine, alcuni consumatori hanno espresso dubbi rispetto al ruolo che la 
scuola e le istituzioni educative potranno assumere in un contesto in cui l’uso 
dell’AI diventi pervasivo: «Mi preoccupa l’idea che la scuola e l’istruzione utilizzeranno 
l’AI per rispondere alle domande e reperire informazioni». In questo scenario, il rischio 
non si limita a un abbassamento della qualità degli apprendimenti individuali, 
ma riguarda la possibile trasformazione dei sistemi educativi stessi, che potreb-
bero finire per sostituire, anziché integrare, il valore dell’impegno personale e 
dell’interazione didattica. 

In conclusione, la categoria della perdita dell’umanità e dell’autenticità rac-
coglie paure che toccano dimensioni fondamentali della vita individuale e col-
lettiva: dal rischio di disumanizzazione e perdita di autenticità personale, alla 
dipendenza cognitiva e riduzione del pensiero critico, fino alla disintegrazione 
delle relazioni sociali e all’impoverimento dei processi educativi. Nel loro in-
sieme, queste preoccupazioni delineano l’immagine di una tecnologia percepita 
come capace di erodere gradualmente l’essenza stessa dell’esperienza umana. 
 
 
4.3.1.2. Minacce socio-economiche 

 
Una seconda macro-categoria di preoccupazioni riguarda le possibili mi-

nacce socio-economiche derivanti dall’adozione diffusa di GenAI. In questa 
dimensione, gli utenti non si limitano a temere conseguenze individuali o psi-
cologiche, ma proiettano i propri timori su scenari collettivi, in cui l’impatto 
della tecnologia potrebbe ridisegnare interi assetti lavorativi, economici e so-
ciali. La percezione che emerge è quella di una trasformazione potenzialmente 
dirompente, in grado non solo di ridefinire le condizioni di lavoro e i rapporti 
di potere, ma anche di minacciare la stabilità di settori professionali e culturali 
consolidati. L’analisi dei dati ha permesso di individuare tre aree specifiche di 
preoccupazione: la sostituzione occupazionale, il rischio di un impoverimento 
creativo e culturale, e il timore di un acuirsi delle disuguaglianze sociali. 

Una prima fonte di inquietudine riguarda la paura che GenAI possa sosti-
tuire progressivamente la forza lavoro umana, provocando una riduzione dei 
posti di lavoro disponibili e un conseguente aumento della disoccupazione. Al-
cuni partecipanti hanno espresso apertamente tale timore: «Sono preoccupato per 
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la sostituzione dei posti di lavoro delle persone»; «Penso che sia uno strumento che porterà a 
maggiore disoccupazione e rallentamento economico». A questa ansia si accompagna 
l’idea che una regolamentazione insufficiente o inefficace possa aggravare ul-
teriormente la situazione: «Mi preoccupa che una regolamentazione errata dell’AI possa 
far perdere il lavoro a molte persone senza alternative». 

La velocità con cui l’AI dimostra di saper svolgere compiti un tempo esclu-
sivamente umani viene percepita come un elemento inquietante, che rende 
concreta la possibilità di una sostituzione massiccia: «Trovo terrificante la velocità 
con cui già riesce a svolgere compiti che prima facevano le persone». In questo scenario, 
GenAI non è più vista come un supporto o un complemento, ma come un 
potenziale concorrente diretto, capace di prendere il controllo di interi ruoli 
lavorativi: «Temo che possa prendere il controllo di alcuni ruoli lavorativi». 

Un secondo ambito di preoccupazione riguarda le possibili ripercussioni di 
GenAI sulla creatività e sui settori culturali. Molti consumatori associano la 
produzione artistica, letteraria e musicale a una sfera eminentemente umana, 
legata all’espressione personale, all’emozione e alla passione. In questo senso, 
l’introduzione della tecnologia viene percepita come un fattore che rischia di 
svuotare l’attività creativa del suo significato più autentico: «Temo che GenAI 
possa togliere il piacere della creatività». 

La paura si concentra in particolare su professioni e carriere legate alle arti 
e al marketing, considerate esposte al rischio di sostituzione: «Sono preoccupato 
soprattutto per i settori delle arti e del marketing, dove l’arte dovrebbe rimanere espressione 
umana, caratterizzata da passione ed emozione»; «Ho paura che GenAI possa danneggiare 
le carriere delle persone nei settori creativi». In diversi commenti emerge con chiarezza 
l’idea che l’AI non debba essere utilizzata per output creativi, poiché ciò com-
porterebbe uno snaturamento della funzione stessa di tali pratiche: «Penso che 
GenAI non debba essere usata per output creativi come musica o arte». 

Infine, i rispondenti hanno espresso preoccupazioni relative agli squilibri so-
ciali ed economici che potrebbero derivare dalla diffusione di GenAI. In questa 
prospettiva, la tecnologia non è percepita come una minaccia soltanto per i sin-
goli lavoratori o per specifici settori professionali, ma come un fattore capace di 
trasformare in profondità le strutture della società. Alcune affermazioni sono 
particolarmente esplicite: «Credo che possa essere devastante per il modo di vivere delle 
persone e cambierà la struttura della società»; «Temo che metterà troppe persone in una situa-
zione di povertà. Non sarà positivo per l’umanità». Tali osservazioni riflettono una vi-
sione in cui GenAI non si limita a incidere sul piano occupazionale, ma rischia 
di amplificare dinamiche di esclusione e di marginalità, aggravando divari già esi-
stenti e concentrando risorse e opportunità nelle mani di pochi. In altri termini, 
la tecnologia viene interpretata come un potenziale motore di disuguaglianze, in 
grado di ridefinire rapporti economici e assetti sociali in senso regressivo. 
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Un punto ricorrente è il timore che GenAI accentui la concentrazione di 
ricchezza e potere, rafforzando disuguaglianze già esistenti e mettendo a rischio 
la democrazia: «Credo che la concentrazione di potere nella tecnologia AI causerà problemi 
nella nostra società e nella nostra democrazia». In questo senso, la perdita di posti di 
lavoro non è vista solo come un dramma individuale, ma come parte di un 
processo più ampio in cui i risparmi derivanti dall’automazione rischiano di 
essere destinati esclusivamente ai proprietari delle grandi aziende: «Temo che al-
cune categorie di lavoratori perderanno il lavoro, e che i risparmi derivanti da questi tagli 
andranno solo ai proprietari delle grandi aziende». Non manca, infine, il sospetto che 
il potenziale stesso della tecnologia possa venire compromesso dal controllo 
esercitato da governi o élite economiche: «Temo che il potenziale di GenAI venga 
rovinato dalle persone e dai governi che detengono il potere». 

In conclusione, la categoria delle minacce socio-economiche evidenzia 
come GenAI venga percepita non solo come una tecnologia innovativa, ma 
anche come un fattore potenzialmente destabilizzante per il lavoro, la creatività 
e l’equilibrio sociale. Le preoccupazioni emerse delineano uno scenario in cui i 
benefici della tecnologia rischiano di tradursi in vantaggi per pochi e in costi 
elevati per molti, alimentando tensioni e paure sul futuro assetto della società. 
 
 
4.3.1.3. Rischi di abuso e manipolazione 
 

Un’ampia area di preoccupazioni riguarda la possibilità che GenAI venga uti-
lizzata in modo scorretto o dannoso, dando origine a rischi di abuso e manipo-
lazione. In questo ambito, gli utenti non si limitano a sottolineare le potenziali 
conseguenze pratiche di un uso improprio della tecnologia, ma evidenziano sce-
nari in cui l’intelligenza artificiale generativa diventa uno strumento per attività 
criminali, per la violazione della sicurezza e della privacy, fino ad arrivare alla 
manipolazione visiva e alla riproduzione di bias e discriminazioni. Queste perce-
zioni restituiscono un quadro in cui il pericolo non risiede soltanto nelle capacità 
tecniche della tecnologia, ma soprattutto nella sua combinazione con l’uso di-
storto che individui, istituzioni o poteri forti potrebbero farne. 

Un primo sotto-tema evidenzia il timore che GenAI possa essere sfruttata 
per fini illeciti o criminali. Alcuni partecipanti hanno dichiarato apertamente la 
propria paura rispetto a scenari di abuso, sottolineando come la tecnologia, se 
posta “nelle mani sbagliate”, possa diventare un potenziale pericolo: «Credo che 
possa essere potenzialmente pericolosa nelle mani di chi vuole abusarne»; «Mi spaventa un 
po’ ciò che l’AI può fare in relazione ad attività criminali». 

Questa percezione non si lega soltanto alla natura tecnica degli strumenti, 
ma anche a una profonda sfiducia nei confronti dell’essere umano e della sua 
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capacità di gestire responsabilmente l’innovazione: «Non mi fido delle persone, non 
sanno gestire il potere e l’ego, non credo useranno GenAI in modo innocente o innovativo». 
Tale diffidenza si traduce in una visione della tecnologia come amplificatore di 
potenziali abusi, più che come risorsa neutrale. 

Un secondo nucleo di paure riguarda la possibilità che GenAI evolva fino 
a sfuggire al controllo umano, acquisendo una forma di predominio sugli indi-
vidui e sulle istituzioni. In alcuni commenti si esprime chiaramente la sensa-
zione che la tecnologia sia già di per sé spaventosa: «Trovo che sia una tecnologia 
spaventosa e temo che in futuro controllerà tutto». In altri casi, i rispondenti fanno 
riferimento esplicito a scenari catastrofici legati alla cultura popolare, come 
quello di SkyNet, l’intelligenza artificiale ribelle e distopica della serie cinema-
tografica Terminator: «Penso ai possibili risvolti negativi, come l’eventualità di uno scenario 
alla SkyNet». 

La rapidità con cui GenAI si sviluppa viene percepita come un fattore che 
rende credibile la possibilità che in futuro possa arrivare a superare le capacità 
umane: «GenAI si evolve molto rapidamente e temo che in futuro possa arrivare a supe-
rarci». Non manca chi individua in questa traiettoria una minaccia esisten-
ziale: «Credo che se usata in modo scorretto potrebbe essere estremamente pericolosa e una 
minaccia immediata per l’umanità». L’idea di fondo è che l’AI possa acquisire 
troppo potere, fino a rappresentare un rischio per la sopravvivenza stessa delle 
società umane: «Vedo il rischio che l’AI diventi troppo potente e pericolosa in futuro». 

Un ulteriore fronte di preoccupazioni riguarda la sicurezza e la protezione dei 
dati personali. Da un lato, alcuni utenti riconoscono l’innovatività di GenAI nella 
capacità di proporre idee personalizzate, ma vedono in questa caratteristica un 
motivo di apprensione: «Trovo che GenAI sia innovativa perché genera idee personalizzate 
sui miei interessi e preferenze, ma questo mi fa temere rischi legati alla privacy». 

Il timore che le informazioni vengano trattate in modo non trasparente o 
non sicuro è diffuso: «Mi preoccupa la protezione dei dati in relazione all’utilizzo di 
GenAI». Alcuni consumatori sottolineano l’importanza di utilizzare lo stru-
mento con consapevolezza dei rischi e in modo sicuro, ma al tempo stesso 
rilevano che molte persone già lo impiegano con superficialità e senza la ne-
cessaria attenzione: «Mi preoccupa il fatto che troppe persone la usino già con poca atten-
zione e senza impegno reale». 

Un sotto-tema specifico, fortemente connesso al tema dell’abuso, riguarda 
la possibilità che GenAI venga sfruttata per creare contenuti visivi manipolati, 
come i deepfake. La preoccupazione, in questo caso, non riguarda solo l’uso 
criminale della tecnologia, ma anche la difficoltà crescente nel distinguere tra 
ciò che è reale e ciò che è generato artificialmente: «Temo che possa essere sfruttata 
per scopi illeciti, come deepfake o simili»; «Temo che non sarà sempre chiaro cosa sia reale e 
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cosa sia generato da GenAI». Questa percezione mette in evidenza un rischio per 
la fiducia pubblica e per la stessa nozione di verità condivisa. 

Infine, alcuni rispondenti hanno sottolineato il problema del bias, osser-
vando come GenAI possa generare risposte monotone, prevedibili e, in alcuni 
casi, discriminatorie: «Mi preoccupa il fatto che sia soggetta a bias, e che spesso produca 
risposte monotone e prevedibili». Il timore è che tali limiti non siano marginali, ma 
possano riflettersi in processi più ampi, con conseguenze sull’equità, sull’inclu-
sione e sulla rappresentazione delle diversità. 

In conclusione, la categoria dei rischi di abuso e manipolazione mette in 
evidenza paure che spaziano da scenari di uso criminale a prospettive distopi-
che di perdita del controllo umano, fino a rischi concreti per la privacy e la 
sicurezza pubblica. Le osservazioni raccolte delineano una percezione di Ge-
nAI come tecnologia potente ma ambivalente, il cui impatto dipende in larga 
misura dagli usi degli utenti e dalle modalità di gestione adottate dalla società.  
 
 
4.3.1.4. Crisi della fiducia e della veridicità 

 
Un’altra macro-categoria di preoccupazioni, conseguenza diretta della prece-

dente, riguarda la crisi della fiducia e della veridicità dei contenuti prodotti da 
GenAI. In questa dimensione si collocano timori legati non solo alla qualità degli 
output generati, ma anche alla possibilità che essi contribuiscano a diffondere 
disinformazione, a favorire pratiche scorrette e a minare l’idea stessa di originalità 
e autenticità del sapere. Le osservazioni raccolte indicano che gli utenti vivono 
con sospetto i prodotti dell’intelligenza artificiale, percependoli spesso come 
poco affidabili, ripetitivi o privi di genuinità. La paura di fondo è che l’utilizzo 
massiccio della tecnologia possa erodere la fiducia nelle informazioni disponibili 
e, più in generale, la capacità di distinguere tra verità e falsificazione. 

Un primo sotto-tema riguarda l’affidabilità delle informazioni prodotte da 
GenAI. Molti partecipanti hanno dichiarato esplicitamente di non fidarsi dei ri-
sultati generati senza il controllo umano: «Senza il contributo umano non mi fido della 
correttezza dell’output»; «Non mi fido mai del tutto dei risultati di GenAI, non li considero 
veritieri». La percezione di scarsa qualità si manifesta anche nella ripetitività e pre-
vedibilità dei testi prodotti: «Spesso gli output sono ripetitivi e noiosi, si vede evidentemente 
che sono prodotti da GenAI». 

A queste valutazioni si aggiunge il timore che le fonti utilizzate dalla tecnologia 
non siano sempre affidabili: «Temo che le fonti di informazione usate da GenAI possano essere 
sbagliate». In prospettiva, gli utenti immaginano scenari in cui la capacità stessa di di-
stinguere il reale dal generato diventi sempre più problematica: «Mi chiedo dove saremo 
tra qualche anno e se saremo ancora in grado di distinguere ciò che è reale da ciò che non lo è». 
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Un secondo fronte di preoccupazioni si concentra sul rischio che GenAI 
diventi veicolo di disinformazione. Alcuni rispondenti hanno espresso chiara-
mente il timore che la tecnologia possa generare affermazioni scorrette, ma 
presentate con l’autorevolezza di un linguaggio apparentemente fattuale: «Trovo 
spaventoso che possa generare affermazioni scorrette che sembrano fattuali». Tale perce-
zione rimanda a un rischio sistemico: la possibilità che contenuti errati, diffusi 
in modo credibile e su larga scala, possano compromettere la qualità del dibat-
tito pubblico e ridurre la fiducia complessiva nelle fonti di informazione. 

Un ulteriore sotto-tema riguarda i dubbi relativi all’autenticità e all’origina-
lità dei contenuti prodotti da GenAI. Molti intervistati si sono detti preoccupati 
per il fatto che la tecnologia possa facilitare pratiche di plagio o di cheating: «Mi 
preoccupa che GenAI renda facile copiare o imbrogliare»; «Temo che possa essere utilizzata 
dalle persone per lavori che poi dichiarano come propri». 

In generale, emerge scetticismo rispetto alla capacità dell’AI di generare vera 
conoscenza o pensiero originale: «Non credo che GenAI sia realmente capace di pro-
durre conoscenza o pensiero originale». Alcuni consumatori hanno inoltre sottoli-
neato i rischi che derivano dall’uso scorretto della tecnologia in ambito forma-
tivo e professionale: «Alcuni aspetti di GenAI mi spaventano; temo che le persone pos-
sano usarla per barare e ottenere titoli o qualifiche senza merito». L’insieme di queste 
osservazioni richiama un timore diffuso: che la proliferazione di contenuti ge-
nerati artificialmente comprometta il valore dell’impegno umano e la legittimità 
dei riconoscimenti sociali e accademici. 

In sintesi, le preoccupazioni legate alla crisi della fiducia e della veridicità 
riflettono una diffusa sfiducia nei confronti della qualità e dell’autenticità dei 
contenuti prodotti da GenAI. Le preoccupazioni relative all’accuratezza degli 
output, al rischio di disinformazione e all’indebolimento dell’originalità e 
dell’impegno umano delineano uno scenario in cui la tecnologia potrebbe con-
tribuire a erodere la fiducia collettiva nelle informazioni e a minare il valore 
stesso della conoscenza. 
 
 
4.3.1.5. Richiesta di regolamentazione e governance 

 
Un’ampia parte delle risposte raccolte sottolinea la necessità di affiancare lo 

sviluppo di GenAI a un sistema solido di regolamentazione e governance. In que-
sta categoria, le preoccupazioni degli utenti si concentrano meno sulle capacità in-
trinseche della tecnologia e più sulle modalità con cui essa viene gestita e control-
lata a livello politico, istituzionale e sociale. L’idea di fondo è che GenAI rappre-
senti uno strumento troppo potente e pervasivo per essere lasciato senza vincoli, 
e che solo norme chiare, meccanismi di controllo e linee guida etiche possano li-
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mitare i rischi di abuso e garantire un utilizzo equo e responsabile. L’analisi delle 
osservazioni consente di distinguere tre principali sotto-temi: la richiesta di regole 
e organismi di controllo, il timore di una regolamentazione inefficace, e la difficoltà 
di tenere il passo con la velocità dello sviluppo tecnologico. 

Un primo sotto-tema riguarda la richiesta di regole chiare e di linee guida 
etiche condivise. Molti consumatori ritengono che i governi debbano assumere 
un ruolo attivo nell’anticipare i rischi, prevenendo abusi attraverso normative 
severe: «Penso che il governo debba anticipare la situazione e implementare regolamenti 
severi per prevenire abusi». Allo stesso tempo, viene sottolineata l’importanza della 
trasparenza verso gli utenti, che devono poter sapere quando e come viene 
utilizzata l’intelligenza artificiale generativa: «È importante che gli utenti possano sem-
pre sapere quando e come viene usata GenAI». 

Altri rispondenti hanno rimarcato la necessità di salvaguardie in grado di pro-
teggere settori economici e industrie vulnerabili, suggerendo l’introduzione di 
meccanismi di difesa strutturali: «Credo servano salvaguardie e meccanismi per proteggere 
le nostre industrie». In più, emerge l’idea che sia opportuno creare un organismo 
specifico di vigilanza, capace di monitorare e segnalare problemi in maniera tem-
pestiva: «Serve un organismo di controllo che monitori e segnali eventuali problemi». 

Accanto alla richiesta di regole chiare, emerge però anche la paura che tali 
strumenti si rivelino inefficaci o mal concepiti. Alcuni utenti temono che l’ap-
proccio al controllo sia frammentato, incapace di coprire in maniera organica i 
diversi ambiti di applicazione di GenAI: «Temo che l’approccio al controllo sia troppo 
frammentato per essere completamente efficace». Altri evidenziano come una regola-
mentazione scorretta possa avere effetti collaterali negativi, come la perdita di 
posti di lavoro: «Mi preoccupa che una regolamentazione scorretta dell’AI possa far per-
dere il lavoro a molte persone». Questo sotto-tema riflette quindi una duplice ansia: 
da un lato, la necessità di regole; dall’altro, il rischio che esse risultino dannose 
o insufficienti. 

Infine, un’area di preoccupazione trasversale riguarda la rapidità con cui 
GenAI si sta sviluppando. Molti consumatori sottolineano la difficoltà per 
aziende, istituzioni e utenti di stare al passo con progressi percepiti come 
troppo rapidi e difficilmente governabili: «Mi preoccupa come la scienza e i progressi 
stanno avanzando troppo rapidamente lato GenAI, diventa difficile per aziende e utenti stare 
al passo». Alcuni hanno addirittura evocato la sensazione che il ritmo dello svi-
luppo conduca a scenari quasi fantascientifici: «Ho paura sia qualcosa di troppo 
futuristico, come se stessimo entrando in un film di fantascienza». 

In conclusione, la categoria della regolamentazione e governance mette in 
luce un bisogno diffuso di norme, trasparenza e controllo. Le voci raccolte 
sottolineano l’urgenza di regole chiare, di responsabilità ben definite e di mec-
canismi di monitoraggio, ma al tempo stesso esprimono dubbi sulla reale effi-
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cacia delle misure adottabili, soprattutto di fronte alla rapidità dello sviluppo 
tecnologico. Nel complesso, GenAI viene percepita come una tecnologia che 
richiede una cornice istituzionale forte e condivisa per evitare derive rischiose 
e garantire un impiego responsabile. 
 
 
4.3.1.6. Opacità e complessità tecnologica 
 

Un’altra macro-categoria di preoccupazioni riguarda l’opacità e la complessità 
tecnologica che caratterizza GenAI. In questo ambito gli utenti sottolineano la 
difficoltà di comprendere come la tecnologia funzioni, quali criteri guidino le sue 
risposte e chi sia responsabile delle scelte operate dai sistemi. Il timore non è 
tanto legato ai contenuti prodotti, quanto al “dietro le quinte” della tecnologia: 
un insieme di procedure complesse e poco trasparenti che generano diffidenza e 
senso di impotenza negli utilizzatori. L’analisi ha permesso di individuare due 
sotto-temi principali: la mancanza di spiegabilità e le difficoltà di accountability, 
intesa come la possibilità di attribuire in modo chiaro responsabilità e conse-
guenze delle decisioni prese da sistemi di intelligenza artificiale. 

Il primo sotto-tema riguarda la percezione di GenAI come sistema opaco, 
difficile da comprendere e da interpretare. Alcuni rispondenti hanno espresso 
chiaramente il timore che le capacità dell’AI siano in parte sconosciute e po-
tenzialmente non del tutto controllabili: «Sono preoccupato per le capacità di GenAI, 
non sono sicuro di quanto conosciamo davvero le sue potenzialità in questo momento». 

La difficoltà di comprendere a fondo il funzionamento della tecnologia 
viene sottolineata con forza: «Mi preoccupa il fatto che sia difficile comprendere questa 
tecnologia». In più, diversi partecipanti hanno espresso dubbi sulla reale pron-
tezza della società nell’affrontare un sistema tanto complesso: «Non credo siamo 
pronti per comprendere il potenziale completo di GenAI». In questo quadro, l’AI appare 
come una “black box” che solleva domande più che fornire certezze. 

Il secondo sotto-tema riguarda l’attribuzione della responsabilità nelle deci-
sioni algoritmiche. Una delle principali preoccupazioni espresse è la mancanza 
di chiarezza sulle fonti utilizzate per addestrare i modelli e sulle logiche che ne 
guidano il funzionamento: «Mi preoccupa non sapere chi decide quali fonti di informa-
zioni vengono usate per addestrare i modelli di GenAI». Questa osservazione mette in 
evidenza il problema della trasparenza e della tracciabilità dei processi, richia-
mando la necessità di strumenti che rendano esplicite le basi informative e gli 
attori coinvolti nelle scelte tecnologiche. 

In sintesi, la preoccupazione degli unteti riguardante l’opacità e la comples-
sità di questa tecnologia evidenzia un forte bisogno di trasparenza e di com-
prensibilità. I consumatori riconoscono la potenza di GenAI, ma la percepi-
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scono come un sistema in larga parte inaccessibile e poco spiegabile, che sol-
leva dubbi sulla sua reale governabilità e sull’attribuzione delle responsabilità. 
 
 
4.3.1.7. Impatto ambientale 

 
L’ultima macro-categoria emersa riguarda i potenziali danni ambientali le-

gati alla diffusione di GenAI. Pur essendo un tema meno citato rispetto ad altri, 
le osservazioni raccolte mettono in evidenza la paura che i costi ecologici della 
tecnologia possano superare i benefici. Alcuni utenti hanno espresso questo 
timore in modo netto: «Penso che l’AI possa causare più danni che benefici in termini 
di impatto ambientale». 

Questa percezione rimanda a una crescente sensibilità verso la sostenibilità 
delle innovazioni tecnologiche: l’idea che GenAI, pur essendo uno strumento 
digitale, non sia priva di conseguenze materiali, in particolare a causa dell’ele-
vato consumo energetico necessario per l’addestramento e il funzionamento 
dei modelli.  

Questa preoccupazione riflette evidenze empiriche circa l’impatto ambien-
tale di GenAI, documentate da diverse ricerche e report (Hagendorff, 2024; 
Mannuru et al., 2023), e mostra una certa consapevolezza da parte degli utenti 
rispetto agli effetti tangibili che anche tecnologie immateriali possono avere 
sull’ecosistema. Tuttavia, sembra trattarsi di una questione etica meno presente 
nella mente dei consumatori, i quali tendono piuttosto a sollevare preoccupa-
zioni che hanno ricadute più immediate e concrete sulle loro vite quotidiane. 

Sebbene meno frequente, questa voce contribuisce a completare il quadro 
delle paure emerse di carattere etico, sottolineando l’importanza di considerare 
la sostenibilità della tecnologia non soltanto in termini economici e sociali, ma 
anche ecologici. 
 
 
4.4. Discussione 

 
I risultati di questo studio consentono alcune riflessioni di carattere teorico 

e interpretativo che si inseriscono nel più ampio dibattito scientifico su GenAI 
e sulle sue implicazioni etiche.  

In primo luogo, i risultati assumono particolare rilevanza se letti alla luce 
della scarsità di studi qualitativi che esplorino in profondità le percezioni dei 
consumatori. Come discusso nei capitoli precedenti, la letteratura si è concen-
trata soprattutto su contesti applicativi specifici e, laddove ha preso in consi-
derazione le percezioni degli utenti, lo ha fatto privilegiando analisi circoscritte 
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a singoli aspetti problematici. Ciò che manca è una visione olistica e contestua-
lizzata che indaghi in profondità l’insieme delle percezioni dei consumatori, 
restituendo come queste emergano spontaneamente nella loro esperienza d’uso 
quotidiana. Il presente studio contribuisce dunque a colmare un vuoto teorico, 
offrendo una visione olistica delle preoccupazioni dei consumatori e resti-
tuendo uno spaccato ricco e contestualizzato del modo in cui GenAI è vissuta 
nella quotidianità. 

Un elemento di rilievo è che le preoccupazioni emerse rispecchiano in larga 
misura le principali questioni etiche già identificate da letteratura, stampa e re-
port istituzionali (si veda Capitolo 2). Tuttavia, mentre queste fonti hanno trat-
tato i temi in modo frammentato, nessuno studio fino a oggi aveva indagato in 
che misura tali questioni trovino riscontro nelle percezioni concrete dei consu-
matori. I dati raccolti mostrano che gli utenti sono consapevoli e hanno ben 
chiare le problematiche legate all’uso di GenAI, anche se con diversa intensità. 
Alcuni temi, come la perdita del pensiero critico o l’impatto occupazionale, 
emergono con forza e risultano centrali, mentre altri, come l’impatto ambien-
tale o l’opacità algoritmica, compaiono più marginalmente, riflettendo forse 
una minore percezione di urgenza o una più limitata diffusione di tali discorsi 
nel dibattito pubblico. Questa gerarchia di preoccupazioni offre un contributo 
originale, poiché evidenzia quali dimensioni etiche sono già salienti per i con-
sumatori e quali, invece, restano sullo sfondo. 

Un secondo aspetto fondamentale emerso dall’analisi è l’ambivalenza con 
cui i consumatori si rapportano a GenAI. Lo strumento è percepito contem-
poraneamente come utile e pericolo, capace di fornire empowerment ma anche di 
generare nuove vulnerabilità. Questa tensione tra poli opposti rappresenta un 
un elemento strutturale della relazione consumatore-tecnologia. In altre parole, 
i consumatori non collocano GenAI in una posizione univoca, ma la interpre-
tano come una “double-edged sword”, una spada a doppio taglio che porta con sé 
benefici e rischi inscindibili (McLean et al., 2025). 

Particolarmente significativo è che quasi nessun partecipante si sia espresso 
esclusivamente in termini positivi; più frequente, invece, la formulazione di 
giudizi interamente negativi. Questo sbilanciamento sembra suggerire la pre-
senza di una sfiducia di fondo che accompagna l’entusiasmo tecnologico, ri-
flettendo una condizione di cautela e di sospensione del giudizio già osservata 
in altri studi sulla percezione delle tecnologie emergenti. In letteratura, questo 
fenomeno può essere collegato ai lavori che indagano le “sociotecnical imaginaries” 
ossia le rappresentazioni della tecnologia come insieme di promesse e minacce 
(Jasanoff e Kim, 2019; Morozov, 2014). In tal senso, i dati raccolti confermano 
che GenAI viene percepita dai consumatori come un orizzonte ambivalente, 
in cui possibilità e timori si intrecciano costantemente. 
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Un terzo contributo interpretativo riguarda la centralità della dimensione 
etica nelle percezioni dei consumatori. Molte delle preoccupazioni emerse non 
si limitano a questioni tecniche – come l’accuratezza degli output o la traspa-
renza delle fonti – ma investono valori profondi e trasversali: l’autenticità, 
l’umanità, la giustizia sociale, la sostenibilità ambientale. I consumatori, in altre 
parole, traslano il discorso tecnologico su un piano etico, collegando GenAI a 
domande esistenziali («cosa ne sarà dell’unicità umana?»), sociali («che lavoro re-
sterà?»), politiche («chi controlla la tecnologia?») ed ecologiche («a quale costo?»). 

Molte delle risposte raccolte testimoniano chiaramente questa prospettiva 
etica: «GenAI potrebbe essere positiva se utilizzata correttamente e in sicurezza»; «Penso 
che sia un passo positivo, se usata nel modo giusto». In alcune osservazioni, l’enfasi 
viene posta esplicitamente sulla necessità di linee guida etiche e di un utilizzo 
responsabile: «Credo che debba essere impiegata responsabilmente, con un’attenta conside-
razione dei suoi impatti sulla società e nel rispetto di linee guida etiche». Queste afferma-
zioni rivelano una consapevolezza diffusa: i consumatori vedono in GenAI un 
potenziale positivo, ma solo se accompagnato da pratiche etiche di utilizzo. 

In questo senso, i risultati suggeriscono che l’analisi delle percezioni dei con-
sumatori debba essere ampliata con categorie che vadano oltre la sola funziona-
lità tecnica, includendo dimensioni valoriali e normative. La domanda di fondo 
non è soltanto “se” o “come” usare la tecnologia, ma a quali condizioni il suo 
utilizzo può essere considerato accettabile e socialmente desiderabile. 

In sintesi, i risultati di questo studio mostrano come le percezioni dei con-
sumatori rispetto a GenAI siano complesse, stratificate e profondamente radi-
cate in questioni etiche. L’ambivalenza, la sfiducia di fondo e la centralità di 
valori come autenticità, giustizia e integrità costituiscono i tratti distintivi 
emersi dall’analisi. Alla luce di tali evidenze, appare cruciale interrogarsi non 
solo sul piano interpretativo, ma anche sulle possibili implicazioni pratiche per 
le imprese, le istituzioni e i policymaker. 
 
 
4.5. Implicazioni 
 

I risultati di questo studio suggeriscono che, per i brand che scelgono di 
integrare GenAI nei propri processi o servizi, la principale sfida non risiede 
soltanto nella performance tecnica della tecnologia, in termini di accuratezza, 
efficienza o rapidità, ma soprattutto nella sua capacità di essere percepita come 
affidabile e coerente con valori condivisi. Le preoccupazioni emerse nelle sette 
categorie analizzate evidenziano che la customer experience non è influenzata uni-
camente dalla qualità degli output, ma anche da dimensioni valoriali quali fidu-
cia, trasparenza e autenticità. 
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Di conseguenza, le aziende dovrebbero accompagnare l’adozione di GenAI 
con strategie comunicative e operative mirate: ad esempio, esplicitare sempre 
quando e come la tecnologia viene impiegata nei servizi offerti; mantenere un 
“tocco umano” nelle interazioni con i consumatori per bilanciare efficienza e 
autenticità; offrire opzioni che consentano agli utenti di decidere se e quanto 
affidarsi a contenuti generati artificialmente. Inoltre, i brand dovrebbero presi-
diare l’aspetto reputazionale, mostrando attenzione per le implicazioni etiche e 
sociali della tecnologia, e non solo per le sue performance funzionali. In questo 
modo, GenAI può trasformarsi da fonte di diffidenza a leva strategica per raf-
forzare la relazione fiduciaria con i consumatori. 

Un ulteriore aspetto riguarda le implicazioni a livello politico e regolatorio. 
La richiesta forte e diffusa di regole da parte dei consumatori segnala chiara-
mente che GenAI non è percepita come un campo neutro, ma come una tec-
nologia che necessita di tutele, norme e meccanismi di controllo espliciti. L’esi-
genza di trasparenza, accountability e governance emerge come condizione fon-
damentale per la sua legittimazione sociale. 

Alla luce di questi risultati, le istituzioni e i policymaker sono chiamati non 
solo a definire cornici normative generali, ma anche a tradurle in azioni con-
crete. Tra le più rilevanti, vi è la promozione di standard chiari di trasparenza 
e tracciabilità (obbligando, ad esempio, a segnalare esplicitamente i contenuti 
generati dall’AI) e la creazione di organismi indipendenti di vigilanza con fun-
zioni di monitoraggio e certificazione. Inoltre, l’adozione di principi di “ethical 
AI by design”, ossia l’integrazione di valori come equità, inclusione e sostenibilità 
già in fase di sviluppo, appare essenziale. Infine, particolare attenzione do-
vrebbe essere riservata a programmi di alfabetizzazione digitale per i cittadini, 
così da favorire un utilizzo consapevole e critico delle tecnologie generative. 
Queste azioni, se attuate, potrebbero ridurre il divario tra potenzialità tecnolo-
giche e fiducia sociale, garantendo che la diffusione di GenAI avvenga in un 
quadro percepito come giusto e sicuro. 
 
 
4.6. Limiti  
 

Infine, questo studio presenta alcuni limiti che meritano di essere discussi, 
ma che al tempo stesso aprono prospettive interessanti per future ricerche. Un 
primo limite riguarda il contesto geografico e culturale in cui la raccolta dei dati 
è stata effettuata, circoscritto al Regno Unito. È plausibile che le percezioni di 
GenAI siano influenzate dal quadro normativo, dalla sensibilità pubblica o dal 
grado di familiarità con la tecnologia nei diversi Paesi. Pertanto, i risultati qui 
presentati non colgono necessariamente le differenze culturali e istituzionali 

Copyright © 2025 by FrancoAngeli s.r.l., Milano, Italy. ISBN 9788835184737



86 

che potrebbero emergere a livello internazionale. Studi futuri potrebbero adot-
tare un approccio comparativo, indagando più contesti e mettendo in luce 
eventuali divergenze o convergenze transnazionali, così da restituire un quadro 
più ampio e multilivello delle preoccupazioni etiche. 

Un secondo limite concerne la modalità di raccolta dei dati. L’indagine si è 
basata su una singola domanda aperta: questo approccio ha favorito l’emer-
sione di opinioni spontanee, prive di vincoli interpretativi, ma ha inevitabil-
mente ridotto la possibilità di esplorare in profondità le argomentazioni dei 
partecipanti. Ne è derivata una mappa ricca ma a tratti frammentaria delle per-
cezioni, che non consente di cogliere pienamente le sfumature dei ragiona-
menti sottesi. Ricerche future potrebbero superare questo limite ricorrendo a 
tecniche qualitative più strutturate e interattive, come le interviste in profondità 
o i focus group, che permettono di stimolare un confronto, far emergere nar-
razioni più articolate e osservare come i significati vengano negoziati all’interno 
di dinamiche sociali.  

Infine, un ulteriore limite riguarda la natura descrittiva delle evidenze rac-
colte. Lo studio ha permesso di individuare e classificare le principali preoccu-
pazioni etiche dei consumatori, ma non ha consentito di comprendere le dina-
miche psicologiche e sociali attraverso cui queste percezioni si traducono (o 
meno) in atteggiamenti e comportamenti concreti. In altre parole, le categorie 
emerse offrono un quadro ricco e articolato delle rappresentazioni simboliche 
associate a GenAI, ma non spiegano i meccanismi causali che legano tali rap-
presentazioni alle scelte di utilizzo della tecnologia. Ricerche future potrebbero 
quindi integrare approcci qualitativi e quantitativi in disegni di tipo mixed me-
thods, così da passare dalla fase esplorativa e descrittiva a un’analisi più esplica-
tiva dei processi decisionali sottostanti. 
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5 
STUDIO SPERIMENTALE: L’EFFETTO  

DELLE QUESTIONI ETICHE SULLA PROPENSIONE  
ALL’USO DI GENAI 

 
di Francesca Bergianti e Silvia Grappi 

 
 
 
 
 

5.1. Obiettivi e panoramica dello studio 
 

La rapida diffusione delle tecnologie di intelligenza artificiale generativa 
come ChatGPT, Copilot o Gemini, ha sollevato negli ultimi tempi un dibattito 
acceso a livello accademico, mediatico e sociale (Brynjolfsson et al., 2023). Da 
un lato, tali strumenti vengono descritti come innovazioni capaci di rivoluzio-
nare settori eterogenei, dall’istruzione al lavoro creativo, fino al marketing e alla 
sanità, con promesse di maggiore produttività, efficienza e benessere collettivo 
(Hermann, 2022; Sison et al., 2024). Dall’altro lato, emergono con forza timori 
legati agli effetti collaterali di queste tecnologie, spesso descritte come 
un’“arma a doppio taglio”, che può offrire opportunità di progresso tanto 
quanto generare rischi e conseguenze indesiderate per individui, organizzazioni 
e società (Blösser e Weihrauch, 2024; Mannuru et al., 2023). 

Come evidenziato nei capitoli precedenti, la letteratura recente ha iniziato a 
mettere in luce numerose criticità relative a questo strumento: tra queste, i po-
tenziali impatti ambientali derivanti dall’elevato consumo energetico (Hagen-
dorff, 2024; Stahl e Eke, 2024), la presenza di bias e discriminazioni algoritmi-
che (Kirova et al., 2023; Sison et al., 2024), i rischi per la privacy e la sicurezza 
dei dati (Barnes e de Ruyter, 2022; Hagendorff, 2024), la ridefinizione del 
mondo del lavoro e della struttura sociale, fino alla possibile erosione dell’au-
tonomia umana e della capacità critica (Alabed et al., 2022; Morley et al., 2020). 
L’intelligenza artificiale generativa solleva quindi una pluralità di questioni eti-
che e valoriali che vanno ben oltre le sue performance tecniche, chiamando 
studiosi e policymaker a interrogarsi sulle condizioni di un utilizzo equo e re-
sponsabile (Floridi et al., 2018; Hermann, 2022). 
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Tuttavia, sebbene l’attenzione verso le implicazioni etiche di GenAI stia 
crescendo, rimane ancora limitato il numero di studi che analizzano come tali 
tensioni si traducano in atteggiamenti e comportamenti concreti dei consuma-
tori. Alcuni contributi recenti (Baabdullah, 2024; Niu e Mvondo, 2024) hanno 
mostrato che gli utenti manifestano preoccupazioni di natura etica rispetto 
all’utilizzo di GenAI, e lo studio qualitativo presentato nel capitolo precedente 
ha confermato questa tendenza, mostrando come i consumatori riconoscano 
e si interroghino su opportunità e rischi legati a questa tecnologia. In partico-
lare, sono emersi chiaramente diversi timori degli utenti, che spaziano dal ri-
schio di disumanizzazione alle disuguaglianze socio-economiche. Ciò che ri-
mane in gran parte inesplorato, però, è se e in che misura tali percezioni in-
fluenzino l’effettiva disponibilità dei consumatori a adottare strumenti di intel-
ligenza artificiale generativa. 

Il presente studio sperimentale si colloca in questo vuoto teorico ed empi-
rico, proponendosi di indagare l’impatto delle questioni etiche sulla propen-
sione all’uso di GenAI o GenAI receptivity. Con questo termine, tradotto lette-
ralmente in “ricettività verso GenAI”, si intende la disponibilità dei consuma-
tori ad affidarsi a sistemi generativi per portare a termine compiti di varia na-
tura, dall’elaborazione di testi analitici alla produzione di contenuti creativi.  

L’obiettivo di questo studio è quindi quello di comprendere se e come la per-
cezione di questioni etiche legate a GenAI possa ridurre la disponibilità degli 
utenti a adottare lo strumento, contribuendo così a spiegare le resistenze e le 
ambivalenze osservate a livello qualitativo. Inoltre, il presente studio si propone 
di offrire un contributo empirico originale che colleghi le dimensioni valoriali 
individuate nello studio esplorativo con le intenzioni comportamentali di uti-
lizzo, ponendo le basi per una riflessione più ampia sulle condizioni che favori-
scono o ostacolano l’adozione responsabile di queste tecnologie emergenti. 
 
 
5.2. Sviluppo delle ipotesi di ricerca 
 
5.2.1. Il ruolo delle emozioni 
 

Con la diffusione sempre più capillare di GenAI, il dibattito etico che la 
circonda è cresciuto in modo proporzionale nella letteratura di riferimento 
(Klenk, 2024). Diversi studi hanno sottolineato come l’impiego di queste tec-
nologie sollevi interrogativi etici e tensioni di carattere valoriale (Sison et al., 
2024; Stahl e Eke, 2024). In questo studio si è scelto di concentrare l’attenzione 
sulla dimensione del disequilibrio sociale e dell’accentuazione delle disugua-
glianze, che nel capitolo qualitativo è emersa come una preoccupazione signi-
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ficativa per i consumatori. In particolare, il focus sarà posto sulle condizioni di 
lavoro nei Paesi in via di sviluppo. 

Quando si parla di GenAI, infatti, è facile dimenticare che dietro l’intelli-
genza artificiale non ci sono solo robot, ma anche esseri umani. I modelli di 
GenAI devono essere “addestrati” interagendo con un’enorme quantità di dati, 
che vengono raccolti, ordinati, verificati e formattati da esseri umani. Questa 
mansione, che richiede molto tempo e ha scarso riconoscimento professionale, 
viene spesso esternalizzata dalle aziende tecnologiche a una miriade di lavora-
tori precari, solitamente situati nei Paesi in via di sviluppo, al fine di risparmiare 
denaro. Una recente inchiesta giornalistica del Time (Perrigo, 2023) ha rivelato 
che lavoratori kenioti venivano pagati meno di tre euro l’ora per verificare i 
dati utilizzati per addestrare un noto strumento GenAI. Le indagini hanno inol-
tre documentato gravi forme di sofferenza psicologica, poiché tali lavoratori si 
trovano a dover revisionare contenuti altamente disturbanti – dalla violenza 
sessuale all’autolesionismo – per rendere “sicuri” i dataset di addestramento ed 
eliminare i contenuti disturbanti o discriminatori. Un’ulteriore indagine dell’In-
stitut Mines-Télécom di Parigi1 (Le Ludec e Cornet, 2023) ha dimostrato che 
la maggior parte delle aziende francesi esternalizza le attività relative ai dati a 
lavoratori situati nelle ex colonie francesi, in particolare in Madagascar, pagati 
tra i 96 e i 126 euro al mese. In questa prospettiva, lo sviluppo di GenAI non 
si traduce soltanto in una minaccia di sostituzione dei posti di lavoro, ma anche 
nello spostamento di attività logoranti e sottopagate verso contesti dove la tu-
tela della dignità umana è fragile. Questi presupposti sollevano una questione 
etica evidente: se per alcuni GenAI può significare nuove opportunità, per altri 
diventa sinonimo di sfruttamento e vulnerabilità. 

Tali dilemmi etici hanno un forte potere di attivazione emotiva nei consu-
matori. La letteratura dimostra che, quando le persone sono esposte a dilemmi 
di natura morale, la decisione non è guidata solo da processi cognitivi razionali, 
ma anche da risposte emotive automatiche (Greene e Haidt, 2002; Haidt, 
2003). Le emozioni rappresentano infatti una componente fondamentale nei 
processi di attribuzione di significato, guidando la formazione delle rappresen-
tazioni mentali che i consumatori sviluppano nei confronti di un determinato 
oggetto o tecnologia (Osgood et al., 1957). Come sottolineato dalla teoria co-
gnitiva delle emozioni, la risposta di un individuo a uno stimolo non è deter-
minata esclusivamente da processi razionali, ma in larga misura dalle emozioni 
che emergono attraverso la valutazione cognitiva di quello stimolo (Breitsohl 
e Garrod, 2016; Lazarus, 1991a; Lazarus, 1991b). 

 
1 L’Institut Mines-Télécom (IMT) è un istituto federale francese di università tecnologiche 

di scienze e gestione per lo sviluppo economico sostenibile. 
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Nel contesto tecnologico, numerose ricerche hanno mostrato che le rea-
zioni emotive degli utenti influenzano in modo critico credenze, intenzioni e 
comportamenti legati all’adozione di nuove tecnologie (Beaudry e Pinson-
neault, 2010; Chang et al., 2014; Kim e Lennon, 2013; Lu et al., 2019). L’accet-
tazione o il rifiuto di strumenti di intelligenza artificiale non dipende quindi 
solo da valutazioni di utilità o facilità d’uso, ma anche dalle emozioni che tali 
strumenti suscitano (Gursoy et al., 2019; Kuo e Wu, 2012). 

Le reazioni emotive degli utenti possono assumere una valenza positiva o 
negativa. Quando la tecnologia è percepita come un’opportunità, ne derivano 
emozioni di carattere positivo, come ad esempio anticipazione, soddisfazione, 
piacere, gioia o sorpresa, che favoriscono l’accettazione e l’utilizzo (Watson e 
Spence, 2007; Gursoy et al., 2019). Viceversa, quando la tecnologia viene per-
cepita come una minaccia, emergono emozioni negative quali frustrazione, 
paura, ansia, incertezza o preoccupazione, che tendono a ridurre la disponibi-
lità a farne uso (Raghunathan e Pham, 1999; Rucker e Petty, 2004). È interes-
sante notare che la stessa tecnologia può attivare contemporaneamente emo-
zioni positive e negative, generando sentimenti ambivalenti negli utenti (Chang 
et al., 2014; Partala e Kujala, 2015). Questa compresenza appare particolar-
mente rilevante nel caso delle tensioni etiche legate a GenAI, che racchiudono 
al tempo stesso promesse di progresso e timori di rischio o ingiustizia, come 
mostrato dai risultati dello studio qualitativo. 

Alla luce di tali evidenze, scegliamo di indagare l’effetto delle emozioni an-
ticipatorie, ossia le reazioni affettive legate alle possibili conseguenze future 
dell’uso di GenAI. In particolare, proponiamo che le emozioni anticipatorie, 
sia positive che negative, svolgano un ruolo cruciale nel mediare la relazione 
tra questioni etiche e atteggiamento nei confronti di GenAI. Sulla base di studi 
recenti che identificano le emozioni come uno dei determinanti più significativi 
dell’atteggiamento nei confronti dell’AI (Gursoy et al., 2019; Vitezić and Perić, 
2021), formuliamo le seguenti ipotesi: 

 

H1: La relazione tra questioni etiche legate a GenAI e atteggiamento nei 
confronti di GenAI è mediata dalle emozioni anticipatorie positive. L’atteg-
giamento degli utenti nei confronti di GenAI è positivamente influenzato 
dalle emozioni anticipatorie positive, le quali diminuiscono all’aumentare 
delle tensioni etiche connesse a GenAI. 

 

H2: La relazione tra questioni etiche legate a GenAI e atteggiamento nei 
confronti di GenAI è mediata dalle emozioni anticipatorie negative. L’at-
teggiamento degli utenti nei confronti di GenAI è negativamente influen-
zato dalle emozioni anticipatorie negative, le quali aumentano all’aumentare 
delle tensioni etiche connesse a GenAI. 
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5.2.2. Il ruolo dell’atteggiamento 
 
Accanto alle emozioni, l’atteggiamento rappresenta l’anello successivo at-

traverso cui le questioni etiche influenzano la propensione dei consumatori a 
utilizzare GenAI. L’atteggiamento può essere definito come una valutazione 
complessiva, favorevole o sfavorevole, che orienta il modo in cui un individuo 
si relaziona a un oggetto o a un sistema tecnologico (Ajzen, 1991; Davis, 
1989). La letteratura ha più volte mostrato che tali valutazioni costituiscono 
determinanti fondamentali delle intenzioni comportamentali di utilizzo (Arora 
e Sahney, 2018; Blair et al., 2022; Chi, 2018; Myin e Watchravesringkan, 2024). 

Nel campo dell’intelligenza artificiale, ricerche recenti evidenziano come 
l’atteggiamento generale verso l’AI influenzi in misura significativa l’accetta-
zione delle sue applicazioni in contesti molto diversi, dallo shopping all’intrat-
tenimento, dalla finanza alla ristorazione, fino ai servizi di assistenza perso-
nale (Choudhary et al., 2024; Sabir et al., 2023; Santiago et al., 2024; Schepman 
e Rodway, 2020). In questo senso, l’atteggiamento funge da ponte tra le emo-
zioni suscitate dalle questioni etiche e la propensione concreta a utilizzare stru-
menti di GenAI. Considerare l’atteggiamento dei consumatori appare dunque 
essenziale per comprendere la loro propensione ad adottare strumenti di Ge-
nAI, specialmente quando entrano in gioco dilemmi etici. Alla luce di queste 
considerazioni, formuliamo la seguente ipotesi: 

H3: L’atteggiamento nei confronti di GenAI ha un effetto positivo sulla 
propensione dell’individuo ad utilizzare GenAI: più è positivo l’atteggia-
mento, superiore è la ricettività dei consumatori verso GenAI. 
 
Le ipotesi di ricerca sono illustrate graficamente nella Figura 3. 
 

Figura 3 – Modello teorico e ipotesi testate 

 
Fonte: elaborazione degli autori 
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5.3. Metodologia di ricerca 
 

Per testare le ipotesi H1–H3 è stato condotto uno studio sperimentale. 
L’esperimento è stato strutturato utilizzando due condizioni distinte. Nella 
condizione di controllo, i partecipanti hanno letto uno scenario neutro che de-
scriveva GenAI in termini generali, soffermandosi sulle sue caratteristiche tec-
niche, sui diversi campi di applicazione (testo, immagini, musica, video) e sullo 
sviluppo recente di strumenti come ChatGPT, Gemini o Copilot. L’enfasi era 
posta sugli aspetti evolutivi e funzionali della tecnologia, senza alcun riferi-
mento a problematiche di natura etica o sociale. 

Nella condizione sperimentale, invece, i partecipanti hanno letto uno scenario 
che, oltre a illustrare le potenzialità e i benefici di GenAI (ad esempio in termini 
di efficienza, creatività e riduzione dei costi), introduceva anche un riferimento 
critico a una specifica questione etica: il rischio di squilibri sociali ed economici. 
In particolare, lo scenario sottolineava come l’addestramento dei modelli ri-
chieda un massiccio lavoro umano spesso esternalizzato a lavoratori precari nei 
Paesi in via di sviluppo, sottopagati ed esposti a contenuti traumatici, con con-
seguenti rischi di sfruttamento e di accentuazione delle disuguaglianze. 

Questa manipolazione ha permesso di confrontare le reazioni dei soggetti 
esposti a una presentazione neutrale della tecnologia con quelle dei soggetti 
sollecitati a riflettere sugli aspetti critici ed eticamente problematici di GenAI. 

 
 

5.3.1. Partecipanti e procedure 
 

Il questionario è stato realizzato e distribuito tramite la piattaforma Qual-
trics. Il campione iniziale era composto da 240 adulti residenti nel Regno Unito, 
reclutati attraverso il panel online Prolific. Al fine di garantire la qualità dei dati, 
sono stati introdotti attention checks o controlli di attenzione: in più punti del 
questionario veniva chiesto ai partecipanti di selezionare un valore specifico su 
una scala a 7 punti (ad esempio: “Se stai leggendo attentamente, seleziona il 
numero 2”). I soggetti che non rispettavano queste istruzioni sono stati esclusi 
dall’analisi. 

Oltre a ciò, è stato inserito un manipulation check per verificare che i parteci-
panti avessero compreso correttamente il tipo di scenario letto. A tal fine, ve-
niva chiesto loro se il testo presentato descrivesse semplicemente GenAI in 
termini generali (scenario di controllo) oppure se includesse sia aspetti positivi 
sia problematici (scenario sperimentale). Anche in questo caso, i rispondenti 
che non hanno superato il controllo sono stati esclusi dal campione finale. 
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Dopo tali esclusioni, il campione finale risultava composto da 202 soggetti, 
assegnati in maniera casuale alle due condizioni sperimentali: 87 partecipanti 
nel gruppo sperimentale e 115 nel gruppo di controllo. Le caratteristiche so-
ciodemografiche del campione (età, genere, livello di istruzione, occupazione) 
sono riportate in dettaglio nella Tabella 3. È importante sottolineare che non 
sono emerse differenze significative tra i due gruppi per quanto riguarda le 
principali variabili demografiche, a conferma dell’equivalenza delle condizioni. 

 
Tabella 3 – Panoramica dello studio empirico 

Obiettivo Lo studio testa il modello di mediazione sequenziale. 

Variabili Manipolazione: esposizione/non esposizione a questioni etiche legate a GenAI. 
Variabile dipendente: propensione all’uso di GenAI. 
Mediatori: emozioni anticipatorie positive; emozioni anticipate negative; atteggiamento 
nei confronti di GenAI. 

Design e materiali Progetto di ricerca: esperimento tra soggetti. 
Stimoli: scenari narrativi che spiegano (a) questioni etiche di carattere socio-economico 
legate a GenAI (gruppo sperimentale) o (b) una descrizione generale dei fatti connessi 
a GenAI (gruppo di controllo).  
Debriefing: al termine dello studio, i partecipanti sono stati informati dello scopo della 
ricerca, confermando che erano stati assegnati in modo casuale a diverse condizioni 
sperimentali, che stavano compilando un questionario anonimo e che l'intento era pura-
mente scientifico.  

Campione 202 residenti adulti nel Regno Unito. 
Caratteristiche del campione: 99 uomini (47%), 99 donne (47%) e 4 (4%) che hanno 
preferito non dichiarare il proprio sesso; età media = 42,52 (SD = 13,84; min = 19; max 
= 78). Le persone con un diploma di scuola superiore (o inferiore) rappresentavano il 
33,7% del campione, quelle con una laurea triennale il 43,1% e quelle con titoli di studio 
superiori il 23,3%. Il 74,8% degli intervistati era occupato, l’8,9% era disoccupato, il 
10,9% era in pensione e il 5,5% era studente o altro. Tra gli intervistati, il 25,2% aveva 
un reddito familiare annuo inferiore a 30.000 sterline, il 49,5% tra 30.000 e 65.000 ster-
line e il 25,2% superiore a 65.000 sterline. I due gruppi non presentavano differenze in 
termini di sesso (χ2(2) = 2,12, p = 0,35), età (t(200) = −1,47, p = 0,14), livello di istru-
zione (χ2(5) = 4,48, p = 0,48), situazione lavorativa (χ2(6) = 3,76, p = 0,71). Infine, i due 
gruppi non differivano in modo significativo rispetto al reddito familiare o reddito fami-
liare (χ2(2) = 5,60, p = 0,06).  
Abbiamo misurato le seguenti caratteristiche personali: coinvolgimento con la tecnolo-
gia (M = 4,49, SD = 1,27); uso precedente di GenAI, “sì” (59,9%), “no” (36,6%) e “non 
so” (3,5%); e frequenza di utilizzo, “una volta” (5,4%), “due-tre volte all'anno” (9,9%), 
“ogni due-tre mesi” (9,9%), “una volta al mese” (12,4%), ‘settimanalmente’ (13,9%) e 
“quotidianamente” (8,4%). I due gruppi non presentavano differenze in termini di coin-
volgimento con la tecnologia (t(200) = -0,36, p = 0,72), utilizzo (χ2(2) = 0,68, p = 0,97) e 
frequenza di utilizzo (χ2(5) = 1,70, p = 0,89). 

Ipotesi sottoposte a test H1; H2; H3. 

Fonte: elaborazione degli autori 
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5.3.2. Misure 
 

Dopo una prima sezione volta a rilevare il livello di coinvolgimento perso-
nale con la tecnologia (Kim et al., 2009; α = .82), i partecipanti sono stati esposti 
allo scenario sperimentale o di controllo in modo randomizzato. 

Successivamente, è stata misurata la dimensione delle emozioni anticipato-
rie. Ai soggetti è stato chiesto di indicare in che misura provassero determinate 
emozioni pensando a un possibile uso futuro di GenAI. Le emozioni positive 
(ottimista, fiducioso, speranzoso) sono state rilevate con tre item (α = .94), e 
le emozioni negative (preoccupato, ansioso, a disagio) sono state anch’esse mi-
surate con tre item (α = .92). Tutti gli item relativi alle emozioni sono stati 
adattati da Baumgartner et al. (2008). 

L’atteggiamento nei confronti di GenAI è stato invece valutato attraverso 
una scala con tre differenziali semantici a 7 punti adattata da Bruner (2009), 
che rilevava la valutazione complessiva della tecnologia (negativa–positiva; sfa-
vorevole–favorevole; cattiva–buona) (α = .96). 

Per misurare la propensione all’uso di GenAI (GenAI receptivity), ai parteci-
panti è stato presentato un breve testo descrittivo della Costiera Amalfitana 
generato con GenAI. Il brano, in circa 300 parole, offriva una panoramica dei 
principali luoghi da visitare (Amalfi, Positano, Ravello, Praiano e Furore), met-
tendo in evidenza sia aspetti storici e culturali (ad esempio la Cattedrale di 
Sant’Andrea ad Amalfi o Villa Rufolo a Ravello), sia elementi paesaggistici e di 
attrazione turistica (come le spiagge di Positano o il Fiordo di Furore). Dopo 
la lettura, è stato chiesto loro di valutare la probabilità di utilizzare GenAI per 
svolgere alcuni compiti obbligatori, come se fossero richiesti in un contesto 
professionale. I quattro compiti proposti erano: (1) scrivere un’opinione 
sull’etica di uno stile di vita vegetariano, (2) redigere un breve report sul ruolo 
dell’assassinio dell’arciduca Francesco Ferdinando nello scoppio della Prima 
Guerra Mondiale, (3) comporre una poesia sull’innamorarsi a Venezia e (4) 
realizzare un racconto creativo sulle difficoltà dell’adolescenza. Gli item, adat-
tati da Tully et al. (2025), sono stati misurati su scale Likert a 7 punti (1 = non 
utilizzerei GenAI in alcuna fase; 4 = lo utilizzerei in parte; 7 = lo utilizzerei in 
tutte le fasi). La scala ha mostrato una buona affidabilità interna (α = .83). 

Infine, sono state raccolte ulteriori variabili descrittive, come l’utilizzo pre-
gresso di GenAI e la frequenza d’uso, oltre ai dati demografici dei partecipanti. 

 
 

  

Copyright © 2025 by FrancoAngeli s.r.l., Milano, Italy. ISBN 9788835184737



95 

5.4. Risultati 
 

Per verificare le ipotesi formulate (H1–H3) è stata condotta un’analisi di me-
diazione sequenziale, utilizzando il modello 80 di PROCESS (Hayes, 2022). Que-
sto approccio statistico consente di esaminare in che modo una variabile indipen-
dente (in questo caso, lo scenario sperimentale) influenzi la variabile dipendente 
(la propensione all’uso di GenAI), passando attraverso una catena di variabili me-
diatrici (emozioni positive e negative, seguite dall’atteggiamento verso GenAI). In 
tal modo è stato possibile testare non solo gli effetti diretti dello scenario sulle 
variabili considerate, ma anche gli effetti indiretti veicolati dalle emozioni e dall’at-
teggiamento. 

 
 

5.4.1. Effetti dello scenario sulle emozioni 
 

I risultati indicano che l’esposizione allo scenario contenente riferimenti alle 
questioni etiche legate a GenAI (sfruttamento dei lavoratori e disequilibrio sociale) 
ha influenzato in modo significativo le emozioni dei partecipanti. In particolare, le 
emozioni positive risultano significativamente più deboli nei soggetti del gruppo 
sperimentale rispetto al gruppo di controllo (b = –1.05; p < .001; CI = –1.47, –
.64). Viceversa, le emozioni negative risultano significativamente più forti tra co-
loro che hanno letto lo scenario con criticità etiche, rispetto ai partecipanti dello 
scenario neutro (b = .57; p = .011; CI = .13, 1.00). In altre parole, lo scenario che 
sollevava questioni etiche ha ridotto il senso di ottimismo, fiducia e speranza verso 
GenAI, aumentando invece sentimenti di ansia, preoccupazione e disagio. Questi 
risultati confermano l’ipotesi di partenza secondo cui le questioni etiche evocano 
reazioni emotive contrastanti, con una prevalenza di emozioni negative. 

 
 

5.4.2. Effetti delle emozioni sull’atteggiamento 
 

Lo step successivo dell’analisi ha esaminato come le emozioni anticipatorie in-
fluenzino l’atteggiamento generale dei consumatori nei confronti di GenAI. I dati 
mostrano che le emozioni positive esercitano un effetto fortemente favorevole 
sull’atteggiamento (b = .72; p < .001; CI = .62, .83), mentre le emozioni negative 
hanno un impatto sfavorevole (b = –.18; p < .001; CI = –.28, –.08). Ne emerge 
dunque un quadro coerente: l’ottimismo e la fiducia favoriscono una percezione più 
positiva della tecnologia, mentre la preoccupazione e l’ansia alimentano valutazioni 
più critiche. L’analisi degli effetti indiretti ha confermato che le emozioni mediano in 
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modo significativo la relazione tra lo scenario sperimentale e l’atteggiamento dei con-
sumatori (si veda Tabella 4). Ciò fornisce supporto empirico alle ipotesi H1 e H2. 

 
 

5.4.3. Effetti dell’atteggiamento sulla propensione all’uso 
 

Infine, è stato testato il ruolo dell’atteggiamento sulla propensione all’uso di 
GenAI. I risultati indicano che un atteggiamento favorevole verso la tecnologia 
si traduce in una maggiore disponibilità a utilizzarla (b = .27; p = .01; CI = .07, 
.47). Al contrario, atteggiamenti più negativi riducono la propensione all’ado-
zione. Di conseguenza, l’ipotesi H3 riceve conferma empirica. Inoltre, gli effetti 
indiretti riportati in Tabella 4 mostrano che l’atteggiamento media in modo si-
gnificativo il legame tra emozioni ed effettiva ricettività dei consumatori.  

Complessivamente, i dati suggeriscono che le tensioni etiche legate a GenAI 
esercitano i loro effetti sui consumatori non tanto attraverso un impatto diretto 
sulla propensione all’uso, quanto piuttosto attraverso una catena di mediazioni. 
L’esposizione a scenari eticamente problematici riduce le emozioni positive e in-
tensifica quelle negative; queste emozioni, a loro volta, plasmano l’atteggiamento 
generale verso GenAI, che diventa meno favorevole; infine, un atteggiamento 
meno positivo si traduce in una ridotta disponibilità a utilizzare la tecnologia. In 
sintesi, i risultati mettono in evidenza il ruolo centrale delle emozioni anticipato-
rie e dell’atteggiamento come meccanismi psicologici che spiegano come le preoc-
cupazioni etiche influenzino la recettività dei consumatori verso GenAI. 

 
Tabella 4 – Risultati dell'analisi del processo di mediazione sequenziale2 

Modello di mediazione 
X – Gruppo di controllo vs. gruppo sperimentale 
M1 – Emozioni anticipatorie positive 
M2 – Emozioni anticipatorie negative 
M3 – Atteggiamento verso GenAI 

 

 b SE t p LLCI ULCI 
X → M1 -1.05 .21 -5.00 .00 -1.47 -.64 
X → M2 .57 .22 2.57 .01 .13 1.00 
X → M3 .20 .13 1.52 .13 -.06 .46 
M1 → M3 .72 .05 13.52 .00 .62 .83 
M2 → M3 -.18 .05 -3.65 .00 -.28 -.08 

 
 
 

2 M = mediatori; Y = variabile dipendente; X = manipolazione (gruppo di controllo vs. 
gruppo sperimentale esposto a tensione etica); LLCI = intervallo di confidenza inferiore; ULCI 
= intervallo di confidenza superiore. Intervallo di confidenza = 95%. Gli effetti significativi 
sono riportati in grassetto. 
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Modello di influenza sulla variabile dipendente 
Y – Propensione all’uso di GenAI (Receptivity) 
Predittori b SE t p LLCI ULCI 
X → Y  
(direct effect) 

.13 .19 .65 .51 -.25 .50 

M1 → Y .17 .11 1.57 .11 -.04 .38 
M2 → Y -.06 .07 -.83 .41 -.21 .09 
M3 → Y .27 .10 2.65 .01 .07 .47 

 
Effetti indiretti di X su Y 
Effetti indiretti Index Boot SE LLCI ULCI 
X → M1 → Y -.18 .12 -.42 .04 
X → M2 → Y -.03 .05 -.15 .06 
X → M3 → Y .05 .05 -.01 .18 
X → M1 → M3 → Y -.21 .10 -.42 -.02 
X → M2 → M3 → Y -.03 .02 -.08 -.00 

Fonte: elaborazione degli autori 
 
 
5.5. Discussione 
 

I risultati dello studio sperimentale forniscono un contributo significativo 
alla comprensione di come le questioni etiche legate a GenAI influenzino la 
disponibilità dei consumatori a farne uso. Nel complesso, le analisi confermano 
pienamente le ipotesi formulate: le emozioni anticipatorie mediano la relazione 
tra esposizione a scenari critici e atteggiamento (H1 e H2), mentre l’atteggia-
mento, a sua volta, influenza la propensione all’uso di GenAI (H3). 

Un primo aspetto di rilievo riguarda il ruolo centrale delle emozioni. L’espo-
sizione a scenari che mettono in luce lo sfruttamento lavorativo e il rischio di 
disuguaglianze sociali ha ridotto significativamente le emozioni positive (otti-
mismo, fiducia, speranza) e, contemporaneamente, ha intensificato emozioni 
negative (ansia, preoccupazione, disagio). Questo risultato è coerente con la 
letteratura che individua le emozioni come determinanti chiave delle decisioni 
di consumo e dell’adozione tecnologica (Beaudry e Pinsonneault, 2010; Lu et 
al., 2019; Gursoy et al., 2019). Inoltre, conferma che di fronte a dilemmi etici i 
consumatori non si limitano a processi puramente cognitivi, ma reagiscono in 
maniera emotiva, lasciandosi guidare da sentimenti di fiducia o di timore. 

In secondo luogo, i dati sottolineano come le emozioni non agiscano in modo 
diretto sulla propensione all’uso di GenAI, ma siano filtrate dall’atteggiamento 
generale dei consumatori verso la tecnologia. Emozioni positive rafforzano at-
teggiamenti favorevoli, mentre emozioni negative li indeboliscono; a loro volta, 
tali atteggiamenti orientano la decisione finale di utilizzo. Questo processo con-
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ferma la centralità dell’atteggiamento nei modelli di adozione tecnologica (Ajzen, 
1991; Davis, 1989), estendendo tuttavia la discussione al dominio dei dilemmi 
etici: la disponibilità a usare GenAI non dipende soltanto da valutazioni utilitari-
stiche o da norme sociali, ma anche da come le emozioni eticamente rilevanti 
vengono interiorizzate in un giudizio valutativo complessivo. 

Infine, un ulteriore punto di interesse riguarda la convergenza con i risultati 
dello studio qualitativo presentato nel capitolo precedente. Anche nell’indagine 
esplorativa, infatti, era emersa una forte ambivalenza nelle percezioni dei con-
sumatori: GenAI veniva vista come utile e promettente, ma allo stesso tempo 
come potenzialmente minacciosa. Lo studio sperimentale consente ora di chia-
rire i meccanismi psicologici sottostanti a tale ambivalenza: da un lato, scenari 
etici problematici riducono le emozioni positive e generano apprensione; 
dall’altro, tali emozioni plasmano atteggiamenti più o meno favorevoli, che si 
riflettono direttamente sulla disponibilità a utilizzare la tecnologia. In questo 
senso, l’approccio combinato qualitativo-quantitativo permette di ottenere una 
visione integrata: dalle preoccupazioni spontaneamente espresse dai consuma-
tori (fase qualitativa) alle dinamiche psicologiche che le traducono in compor-
tamenti potenziali (fase sperimentale). 

5.6. Contributi teorici 

Il presente studio apporta diversi contributi alla letteratura. In primo 
luogo, rappresenta uno dei primi tentativi di misurare quantitativamente l’ef-
fetto dell’esposizione alle questioni etiche legate a GenAI sulla propensione 
al suo utilizzo, prendendo le mosse da un’indagine qualitativa preliminare. In 
tal senso, i nostri risultati arricchiscono il dibattito emergente su GenAI, mo-
strando come le preoccupazioni etiche si traducano concretamente in rispo-
ste emotive e comportamentali dei consumatori. Questo risultato si colloca 
in continuità con gli studi che hanno documentato la rilevanza delle preoc-
cupazioni etiche dei consumatori rispetto a GenAI (Baabdullah, 2024; Higgs 
e Stornaiuolo, 2024; Niu e Mvondo, 2024), confermando al tempo stesso il 
ruolo cruciale delle emozioni nei processi di accettazione dell’intelligenza 
artificiale (Gursoy et al., 2019; Vitezić e Perić, 2021). A nostra conoscenza, 
nessuna ricerca precedente aveva fornito evidenza empirica diretta di come 
le considerazioni socio-economiche ed etiche possano influenzare l’accetta-
zione di GenAI. Questo studio, quindi, contribuisce a colmare il divario tra 
riflessioni teoriche e ricadute sul comportamento, offrendo evidenze con-
crete su come le preoccupazioni etiche si riflettano negli atteggiamenti e nelle 
scelte dei consumatori. 

98 
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In secondo luogo, la ricerca amplia il filone sugli effetti delle emozioni nei 
processi di adozione tecnologica, fornendo evidenza empirica specifica sul 
ruolo mediatore delle emozioni anticipatorie nella ricettività di GenAI. Studi 
precedenti avevano già sottolineato la centralità delle emozioni nell’accetta-
zione di tecnologie emergenti come i robot, i dispositivi di AI e Internet (Bor-
ghi e Mariani, 2022; Gursoy et al., 2019; Lu et al., 2019; Vitezić e Perić, 2021). 
Tuttavia, questo lavoro si concentra nello specifico su GenAI, mostrando 
come le emozioni legate all’attesa del suo utilizzo futuro rappresentino un fat-
tore determinante per la formazione degli atteggiamenti e, di conseguenza, per 
la propensione all’adozione. 

Infine, un ulteriore contributo teorico riguarda l’analisi del modello di me-
diazione sequenziale. I risultati indicano che gli effetti diretti dello scenario spe-
rimentale sulla propensione all’uso non sono significativi, mentre gli effetti in-
diretti, che passano attraverso le emozioni e l’atteggiamento, risultano piena-
mente supportati. Questo evidenzia come il processo decisionale dei consuma-
tori in relazione a GenAI sia fortemente mediato da dinamiche psicologiche 
interne, più che determinato da un impatto diretto delle informazioni etiche. 

 
 

5.7. Implicazioni  
 

I risultati emersi dal presente studio hanno rilevanti implicazioni per i brand 
e, più in generale, per le organizzazioni che intendono integrare strumenti di 
GenAI nei propri processi e servizi. Le evidenze raccolte mostrano chiara-
mente che la propensione dei consumatori a utilizzare GenAI non dipende 
unicamente dalla valutazione razionale dei benefici, ma è fortemente influen-
zata dalle emozioni anticipatorie e dagli atteggiamenti complessivi verso la tec-
nologia. Ne deriva che la gestione di GenAI in contesti di consumo non può 
limitarsi agli aspetti tecnici di accuratezza ed efficienza, ma deve necessaria-
mente tenere conto delle dimensioni psicologiche ed etiche che orientano la 
percezione degli utenti. 

Dal punto di vista pratico, una prima implicazione riguarda la necessità 
di comunicare in maniera trasparente e proattiva le implicazioni etiche legate 
all’uso di GenAI. Lo studio dimostra che l’esposizione a scenari che evocano 
rischi di sfruttamento o disuguaglianza suscita emozioni negative che, a cascata, 
riducono l’atteggiamento positivo verso la tecnologia e, infine, la disponibilità 
a utilizzarla. I brand che decidono di adottare sistemi GenAI hanno la possibi-
lità quindi anticipare tali preoccupazioni e affrontarle apertamente. Ciò può 
tradursi, ad esempio, nella predisposizione di linee guida pubbliche, nella pub-
blicazione di documenti di “AI Responsibility” o nella creazione di sezioni dedi-
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cate nei siti istituzionali che illustrino in che modo l’azienda gestisce i rischi 
etici, tutela i lavoratori coinvolti nei processi di sviluppo e si impegna per un 
uso responsabile della tecnologia. 

Un secondo spunto operativo riguarda l’importanza di gestire attivamente 
le emozioni dei consumatori, stimolando sentimenti positivi di fiducia, spe-
ranza e ottimismo. Se, come mostrano i dati, le emozioni rappresentano il 
primo filtro attraverso cui vengono valutati i sistemi di GenAI, diventa essen-
ziale per i brand costruire narrazioni che mettano in evidenza i benefici concreti 
della tecnologia. Campagne di comunicazione e iniziative di marketing dovreb-
bero presentare GenAI non come un sostituto dell’ingegno umano, bensì 
come uno strumento capace di ampliare le possibilità delle persone: un alleato 
nella creatività, un supporto nell’efficienza, un mezzo per personalizzare l’espe-
rienza del consumatore. Mostrare esempi pratici in cui GenAI viene utilizzata 
per semplificare la vita quotidiana o per arricchire l’esperienza del cliente può 
contribuire a rafforzare atteggiamenti positivi e a neutralizzare, almeno in parte, 
le emozioni negative legate a scenari di rischio. 

Infine, una terza implicazione riguarda l’esigenza di integrare pratiche di ac-
countability e rendicontazione etica. L’analisi ha evidenziato che gli atteggiamenti 
rappresentano l’anello cruciale che collega le emozioni alla propensione effet-
tiva all’uso di GenAI: di conseguenza, costruire atteggiamenti favorevoli è una 
sfida strategica per i brand e le organizzazioni. Tuttavia, gli atteggiamenti posi-
tivi non possono fondarsi unicamente su promesse comunicative, ma devono 
essere sostenuti da comportamenti concreti e verificabili. Tra le pratiche pos-
sibili rientrano la pubblicazione periodica di report sugli impatti etici e sociali 
dei sistemi GenAI adottati, la collaborazione con enti indipendenti di certifica-
zione o l’adozione di etichette e standard di “AI ethics verified”. Tali strumenti 
permettono di rafforzare la fiducia dei consumatori, trasformando un poten-
ziale fattore di vulnerabilità reputazionale in un vantaggio competitivo fondato 
sulla responsabilità e sulla trasparenza. 

I risultati dello studio suggeriscono quindi che i brand non possono limitarsi 
a implementare GenAI come semplice tecnologia funzionale, ma devono ac-
compagnarne l’adozione con politiche di comunicazione, di trasparenza e ac-
countability. Solo così sarà possibile ridurre le resistenze dei consumatori e favo-
rire un atteggiamento positivo verso un uso etico e consapevole di GenAI. 

 
 

5.8. Limiti 
 

Infine, è importante riconoscere i limiti di questo studio per poter suggerire 
nuove direzioni di ricerca. Un primo limite riguarda il disegno sperimentale, 
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che si basa sulla presentazione di scenari ipotetici. Sebbene questa strategia per-
metta di controllare le variabili e di isolare l’effetto delle questioni etiche, essa 
non riproduce fedelmente le condizioni reali in cui i consumatori interagiscono 
con strumenti di GenAI. Le reazioni osservate riflettono dunque percezioni e 
intenzioni dichiarate, ma non necessariamente comportamenti concreti. Studi 
futuri potrebbero affrontare questo limite utilizzando metodi osservativi o 
studi sul campo che analizzino l’effettivo comportamento dei consumatori 
nell’uso quotidiano di GenAI.  

Un secondo limite riguarda la natura cross-sectional dei dati. L’esperimento 
misura le reazioni dei partecipanti in un singolo momento, senza catturare 
l’evoluzione delle percezioni nel tempo. Tuttavia, la rapidità con cui GenAI sta 
entrando nelle pratiche quotidiane suggerisce che emozioni, atteggiamenti e 
propensione all’uso potrebbero cambiare con l’aumentare della familiarità. Po-
trebbe essere utile, in futuro, sviluppare studi longitudinali, monitorando le 
percezioni degli stessi individui in più momenti, così da valutare come l’espo-
sizione continuativa a GenAI influenzi le dinamiche psicologiche qui indagate. 

Infine, un terzo limite riguarda il focus su una sola questione etica, ossia il 
tema dello sfruttamento lavorativo e del disequilibrio sociale. Tale scelta ha 
consentito di mantenere un elevato controllo sperimentale, ma non permette 
di generalizzare i risultati ad altre preoccupazioni etiche sollevate da GenAI, 
come privacy, sicurezza dei dati o impatti ambientali. Ulteriori studi potrebbero 
esplorare un ventaglio più ampio di questioni etiche e sociali, verificando se i 
meccanismi osservati (in particolare la mediazione sequenziale di emozioni e 
atteggiamento sulla propensione all’uso) si ripetono anche in relazione ad altri 
temi, o se diverse preoccupazioni generano dinamiche psicologiche distinte. 
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6 
CONCLUSIONI E IMPLICAZIONI MANAGERIALI,  

DI POLICY E DI RICERCA 
 

di Francesca Bergianti e Silvia Grappi 
 
 
 
 
 
 
 

6.1. Dal percorso di ricerca alle implicazioni 
 

La presente monografia ha affrontato l’intelligenza artificiale generativa 
(GenAI) non soltanto come innovazione tecnologica, ma come fenomeno so-
ciale, culturale ed etico che sta ridefinendo le esperienze di consumo e le rela-
zioni tra individui, imprese e istituzioni. A differenza di gran parte della lette-
ratura, che ha privilegiato prospettive manageriali o puramente teoriche, questo 
lavoro ha posto al centro l’esperienza dei consumatori, esplorando percezioni, 
attese e timori che accompagnano l’adozione di GenAI e mostrando come tali 
percezioni siano inevitabilmente filtrate da categorie valoriali ed etiche. 

Il percorso di analisi si è articolato in più fasi. Dopo aver delineato le carat-
teristiche distintive di GenAI e le sue principali applicazioni consumer, il lavoro 
ha ricostruito le questioni etiche emergenti – dalla trasparenza alla veridicità, 
dalla responsabilità alla sostenibilità – collocandole nel quadro degli studi di 
consumo etico e marketing etico. Su queste basi si sono innestate due ricerche 
empiriche: uno studio qualitativo, che ha evidenziato l’effettiva percezione da 
parte dei consumatori di una gamma articolata di criticità etiche; e uno studio 
sperimentale, che ha mostrato come le questioni etiche influenzino concreta-
mente emozioni, atteggiamenti e intenzioni d’uso. 

I risultati di questo percorso offrono diversi contributi. Sul piano teorico, 
la monografia dimostra che GenAI non viene valutata soltanto per i benefici 
funzionali che promette, ma anche per la sua coerenza con valori etici fonda-
mentali, confermando l’importanza di integrare la prospettiva del consumo 
etico nello studio delle tecnologie emergenti. Sul piano empirico, porta evi-
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denze originali sul ruolo che le percezioni etiche giocano nell’accettazione o 
nel rifiuto di GenAI, mostrando che tali percezioni incidono sulle dinamiche 
emotive e sugli atteggiamenti che orientano i comportamenti di consumo. Sul 
piano metodologico, l’integrazione di approcci qualitativi e sperimentali ha per-
messo di cogliere sia la complessità del vissuto soggettivo dei consumatori sia 
i meccanismi sottostanti che collegano le questioni etiche alle intenzioni com-
portamentali. 

Nel loro insieme, queste riflessioni mostrano che GenAI non è neutrale, ma 
viene giudicata anche in base a valori etici e sociali, che generano aspettative e 
tensioni. Le imprese, i policymaker e la comunità scientifica non possono 
quindi limitarsi a considerarla come strumento tecnico, ma devono confron-
tarsi con il modo in cui essa viene percepita e valutata dai consumatori. È da 
questa consapevolezza che muovono le implicazioni pratiche discusse nelle se-
zioni successive, le quali traducono le evidenze raccolte in linee guida per l’ado-
zione responsabile, per la definizione di cornici istituzionali e per l’avanza-
mento del dibattito scientifico. 

 
 

6.2. Cosa possono fare le aziende: dall’etica come vincolo all’etica 
come valore di marca 

 
L’adozione di strumenti di intelligenza artificiale generativa da parte delle im-

prese non può più essere interpretata soltanto come un’opportunità tecnologica 
finalizzata a ridurre i costi o a migliorare l’efficienza. I risultati presentati nei capitoli 
precedenti hanno mostrato chiaramente come i consumatori attribuiscano un si-
gnificato etico all’impiego di GenAI, collegandolo a dimensioni quali autenticità, 
trasparenza, giustizia sociale e responsabilità collettiva. In altre parole, i consuma-
tori non si limitano a valutare solo la qualità dell’output generato, ma traslano il 
loro giudizio su un piano valoriale ed etico. Quando si parla di utilizzo di GenAI 
in un contesto aziendale, quindi, diventa importante agli occhi dei consumatori che 
l’impresa adotti la tecnologia in modo coerente con valori più ampi. In particolare, 
appare essenziale la coerenza complessiva tra la promessa di marca e i valori che 
l’impresa dimostra di incarnare attraverso le proprie pratiche. 

Questo quadro suggerisce alle aziende la necessità di superare una logica pura-
mente difensiva, in cui l’etica è vista come un vincolo da rispettare per evitare cri-
tiche o sanzioni, e di abbracciare invece un approccio proattivo, in cui i principi 
etici diventano risorse strategiche per la costruzione del brand e della customer expe-
rience. Tre sono le aree di intervento che appaiono particolarmente rilevanti: l’eti-
chettatura etica, la comunicazione trasparente e l’integrazione dell’etica nei processi 
di design e marketing. 
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6.2.1. Etichettatura etica di GenAI 
 
Un primo ambito di azione riguarda l’introduzione di pratiche di etichetta-

tura etica. Con “etichettatura etica” si intende un meccanismo di disclosure tra-
sparente e accessibile che informa l’utente quando e come un contenuto (testo, 
immagine, servizio) è stato generato o supportato da sistemi GenAI, con 
l’obiettivo di favorire la fiducia e la responsabilità dell’impresa nei confronti del 
pubblico (Bramstedt, 2025). L’analogia più immediata è con il settore alimen-
tare, dove l’etichetta non rappresenta soltanto uno strumento informativo, ma 
diventa un veicolo di valori (biologico, equo-solidale, origine locale). Lo stesso 
paradigma può essere applicato a GenAI: l’etichetta etica mira, infatti, a fornire 
agli utenti gli elementi essenziali per comprendere ciò che è eticamente rile-
vante, consentendo loro di valutare l’impatto dei sistemi su valori umani, am-
bientali e sociali, sia in fase di sviluppo che di utilizzo (Autili et al., 2025).  

La letteratura mostra inoltre come l’AI sia spesso invisibile o non dichiarata 
agli utenti, violando così il principio etico di trasparenza (Bramstedt, 2025). In 
ambito sanitario, ad esempio, una ricerca condotta negli Stati Uniti ha eviden-
ziato che il 95% dei pazienti ritiene importante essere informato sull’uso dell’AI 
nelle proprie cure, con il 62% che lo considera “molto importante” (Platt et al., 
2024). Pur trattandosi di un contesto specifico, questi dati suggeriscono come 
la richiesta di disclosure sia trasversale e possa estendersi anche a contesti consumer 
più ampi, come il consumo elettronico, le app o i servizi digitali. 

Un ulteriore contributo riguarda il ruolo delle etichette etiche come stru-
mento per colmare i gap comunicativi tra sviluppatori, aziende, utenti finali e 
altri stakeholder. Senza richiedere una competenza tecnica approfondita, le eti-
chette possono fornire indicazioni sui trade-off tra prestazioni predittive, effi-
cienza delle risorse e sostenibilità, fungendo da “nudge” per decisioni più infor-
mate e responsabili (Fischer et al., 2025). Le interviste condotte in questo am-
bito evidenziano che tali etichette devono essere leggibili, comprensibili e adat-
tabili a pubblici diversi, evitando approcci standardizzati e promuovendo in-
vece framework interattivi e personalizzati. 

In sintesi, se ben progettata, l’etichettatura etica può accrescere la traspa-
renza, stimolare consapevolezza e fiducia nei consumatori, e allo stesso tempo 
offrire alle imprese un’opportunità per differenziarsi sul mercato valorizzando 
la propria responsabilità sociale. In un contesto in cui cresce la sensibilità verso 
l’uso occulto dell’AI, una disclosure chiara e accessibile rappresenta non solo una 
misura difensiva, ma anche un potente strumento di posizionamento compe-
titivo coerente con i principi del marketing etico. 
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6.2.2. Comunicazione trasparente dei processi 
 
L’etichettatura, tuttavia, non basta da sola: deve essere accompagnata da un 

impegno più ampio verso la comunicazione trasparente. I consumatori non 
vogliono soltanto sapere se GenAI è stata utilizzata, ma anche come e a quali 
condizioni. In altre parole, ciò che emerge non è una richiesta di semplice disclo-
sure, ma l’aspettativa che le imprese rendano espliciti i processi decisionali e i 
criteri etici che guidano l’uso di queste tecnologie. In questa prospettiva, la co-
municazione trasparente non va intesa solo come un fatto tecnico, ma come 
un processo relazionale che incide sulla fiducia e sulla soddisfazione degli utenti 
(Park e Yoon, 2024). 

La letteratura conferma che la trasparenza organizzativa, intesa come chia-
rezza e proattività nella condivisione di informazioni rilevanti, rafforza l’auten-
ticità percepita del brand e la fiducia dei consumatori (Yang e Battocchio, 
2021). Nel contesto specifico dell’AI, segnali chiari sull’uso della tecnologia, ad 
esempio nei chatbot o nei servizi automatizzati, sono stati associati a una mag-
giore accettazione da parte degli utenti (Wang et al., 2025). 

Per questo motivo, è cruciale sviluppare strumenti di comunicazione che 
non siano puramente promozionali, ma che fungano da spazi di informazione 
e dialogo. Report periodici, codici etici accessibili, sezioni dedicate sui siti isti-
tuzionali o campagne focalizzate sulla responsabilità possono svolgere un ruolo 
decisivo. La trasparenza, lungi dall’essere una mera misura difensiva, diventa 
così un attributo positivo della marca e un punto di contatto valoriale con il 
consumatore. 

Tuttavia, non bisogna dimenticare che la trasparenza può generare anche 
effetti controintuitivi. Alcuni studi dimostrano che la disclosure dell’uso dell’AI, 
se mal calibrata, può ridurre la fiducia invece che accrescerla, alimentando dif-
fidenza o percezioni di rischio (Schilke e Reimann, 2025). Questo “paradosso 
della trasparenza” suggerisce che l’obiettivo non sia fornire ogni dettaglio tec-
nico, ma comunicare in modo comprensibile e contestualizzato, adattando il 
livello di informazione ai diversi pubblici. 

In sintesi, comunicare in modo trasparente non significa solo dichiarare 
l’uso di GenAI, ma anche contestualizzare le scelte tecnologiche e mostrarne 
la coerenza con i valori aziendali. In particolare, un brand che sa tradurre la 
complessità tecnica in un linguaggio chiaro e accessibile ha maggiori probabilità 
di consolidare la fiducia dei consumatori e di rafforzare il proprio posiziona-
mento etico. 
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6.2.3. AI Ethics by Design 
 

Infine, un terzo ambito di intervento riguarda l’integrazione dei principi 
etici nei processi di progettazione, in quello che viene definito approccio di AI 
Ethics by Design, ovvero di “etica dell’AI a partire dalla progettazione”. Secondo 
questo approccio, invece di introdurre sistemi correttivi a posteriori, le imprese 
dovrebbero incorporare considerazioni etiche fin dalle prime fasi di sviluppo 
di prodotti e servizi basati su GenAI (Brey e Dainow, 2024). Questo può si-
gnificare, ad esempio, prevedere meccanismi per garantire l’equità e l’inclusività 
degli output generati, o valutare preventivamente come l’uso della tecnologia 
influirà sulla percezione di autenticità del consumatore. In tal modo, l’etica non 
viene percepita come un vincolo esterno o come un adempimento normativo 
imposto dall’alto, ma come un vero e proprio criterio progettuale, al pari 
dell’usabilità o della performance tecnica.  

Le recenti discussioni accademiche mostrano che l’Ethics by Design non è 
soltanto una necessità, ma anche una risorsa strategica per affrontare i dilemmi 
etici che emergono durante il ciclo di vita delle tecnologie. Ad esempio, la let-
teratura ha evidenziato come i progettisti si trovino spesso a dover bilanciare 
principi etici potenzialmente in tensione tra loro – come l’accuratezza predit-
tiva e la trasparenza del modello, oppure l’efficienza e l’equità – e che queste 
scelte non possono essere rimandate, ma devono essere affrontate già nella fase 
di design (Sanderson et al., 2023). 

Un aspetto rilevante riguarda anche la necessità di tradurre principi etici 
astratti in pratiche concrete, accessibili e replicabili da parte di sviluppatori e 
imprese. Alcuni autori hanno proposto la logica dell’“Ethics as a Service”, intesa 
come insieme di strumenti e procedure per integrare l’etica nei processi orga-
nizzativi e tecnici, rendendola un supporto pratico al design e non solo un in-
sieme di enunciazioni teoriche (Morley et al., 2021). In questa prospettiva, l’ado-
zione di framework operativi chiari consente di ridurre i rischi reputazionali e 
di rafforzare la fiducia dei consumatori, che percepiscono maggiore coerenza 
tra la promessa di marca e le pratiche tecnologiche.  

Inoltre, progetti recenti come “AI4People” hanno contribuito a delineare li-
nee guida per un approccio sistematico all’AI Ethics by Design, sottolineando la 
necessità di monitorare l’intero ciclo di vita della tecnologia (dall’ideazione allo 
sviluppo, fino alla manutenzione) e di coinvolgere non solo sviluppatori, ma 
anche stakeholder, utenti finali e società civile (Floridi et al., 2018). Questo ap-
proccio inclusivo permette di ridurre il rischio di asimmetrie informative e di 
costruire sistemi più allineati ai valori collettivi. 

Integrare l’etica nel design di GenAI significa, dunque, anticipare le conse-
guenze sociali e culturali della tecnologia, valutando non solo gli output gene-
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rati, ma anche l’impatto sulla percezione di autenticità, equità e inclusività da 
parte dei consumatori. Per le imprese, adottare questa prospettiva non è sol-
tanto un modo per mitigare potenziali critiche, ma anche un’occasione per dif-
ferenziarsi in un mercato sempre più sensibile alle dimensioni valoriali. 

In sintesi, per le aziende la sfida non è soltanto quella di adottare nuove tec-
nologie, ma di saperle integrare in un quadro di coerenza etica e valoriale. Eti-
chettatura, comunicazione trasparente e AI Ethics by Design non sono soltanto 
strumenti di tutela, ma occasioni di creazione di valore. In un contesto in cui i 
consumatori dimostrano crescente attenzione alle implicazioni etiche, queste 
pratiche possono diventare leve decisive per costruire fiducia, rafforzare il posi-
zionamento del brand e consolidare relazioni di lungo periodo con i clienti. 

 
 

6.3. Raccomandazioni per i policymaker: creare le condizioni di 
fiducia 

 
Se per le aziende la questione centrale è come trasformare l’etica in leva 

strategica di marketing, per i policymaker la sfida consiste nel creare un conte-
sto istituzionale capace di rendere GenAI socialmente legittimata e cultural-
mente accettata. La letteratura e i risultati empirici raccolti in questa monografia 
hanno mostrato come i consumatori non vivano GenAI come un terreno neu-
tro, bensì come una tecnologia densa di implicazioni valoriali e sociali. Ciò si-
gnifica che il ruolo delle istituzioni non è soltanto quello di limitare i rischi, ma 
di costruire le condizioni affinché l’innovazione possa svilupparsi in modo so-
stenibile, equo e trasparente. 

A differenza delle aziende, che parlano a un pubblico di consumatori e sta-
keholder diretti, i policymaker hanno la responsabilità di gestire l’ecosistema 
nel suo complesso. Da questo punto di vista, tre sono le aree di intervento che 
emergono come particolarmente rilevanti: la regolazione della filiera, gli obbli-
ghi di trasparenza e l’educazione pubblica. 

 
 

6.3.1. Regolazione della filiera di GenAI 
 

Uno degli aspetti centrali che emergono dal dibattito riguarda la necessità 
di regolamentare l’intera filiera di GenAI. Le preoccupazioni dei consumatori, 
infatti, non si limitano alla fase iniziale di sviluppo dei modelli (quella più fre-
quentemente associata al cosiddetto crowdwork, cioè alle attività di annotazione, 
moderazione e pulizia dei dati svolte da lavoratori spesso precari nei Paesi in 
via di sviluppo), ma si estendono a tutto l’ecosistema della tecnologia (Gonza-
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lez-Cabello et al., 2025). I partecipanti agli studi presentati nei capitoli prece-
denti hanno espresso richieste di regole non soltanto per tutelare le condizioni 
di chi addestra i modelli, ma anche per disciplinare le aziende che implemen-
tano GenAI nei propri processi, per garantire equità nella sostituzione occupa-
zionale, per stabilire criteri di trasparenza nelle scelte delle fonti di addestra-
mento e, infine, per guidare l’uso da parte degli stessi consumatori. 

Come sottolineano Attard-Frost e Widder (2025), le catene del valore 
dell’AI non possono essere considerate eticamente neutre, perché ogni fase – 
dalla selezione dei dati all’implementazione nei servizi – implica decisioni che 
hanno conseguenze sociali, economiche ed etiche. La letteratura ha inoltre 
messo in evidenza come la modularità tipica dello sviluppo dei sistemi di AI, 
che coinvolge sviluppatori, fornitori di dati, aziende utilizzatrici e utenti finali, 
comporti una “dislocazione delle responsabilità”: poiché le attività sono distri-
buite tra diversi attori, nessuno si assume pienamente la responsabilità delle 
conseguenze etiche della tecnologia (Widder e Nafus, 2023). In questo conte-
sto, Floridi e Cowls (2019) sottolineano che la regolazione deve affrontare in 
modo esplicito la questione della responsabilità diffusa, evitando che le deci-
sioni cruciali rimangano senza un chiaro referente. 

Alla luce di queste considerazioni, emerge con chiarezza che una regola-
zione limitata a una sola fase della filiera rischierebbe di essere inefficace. Oc-
corre invece un approccio integrato, che tenga insieme le diverse dimensioni 
del ciclo di vita di GenAI: lo sviluppo tecnico, le pratiche lavorative che lo 
sostengono, le strategie aziendali di implementazione e le modalità di utilizzo 
da parte dei consumatori. Solo un intervento che abbraccia l’intero ecosistema 
può garantire che l’innovazione si sviluppi in modo sostenibile ed equo, tute-
lando non soltanto la dignità dei lavoratori ma anche la fiducia dei consumatori 
e la legittimazione sociale della tecnologia. 

Esperienze di altri settori – come il tessile o l’agroalimentare – mostrano 
che la pressione normativa e sociale può indurre le imprese a ripensare le pro-
prie pratiche di approvvigionamento, promuovendo maggiore equità e traspa-
renza (Valdivia, 2024). Portare questa logica nel dominio dell’intelligenza arti-
ficiale generativa significa riconoscere che l’innovazione tecnologica non può 
crescere a scapito della dignità di chi la rende possibile, ma deve fondarsi su 
una governance globale capace di bilanciare interessi economici, diritti dei la-
voratori e giustizia sociale. 
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6.3.2. Obblighi minimi di trasparenza 
 

Un secondo ambito di intervento riguarda la trasparenza verso gli utenti 
finali. L’etichettatura, discussa nel paragrafo precedente a proposito delle 
aziende, può essere sostenuta e resa più efficace da regole di disclosure a livello 
istituzionale. Stabilire che un contenuto generato da AI debba essere chiara-
mente identificato come tale è un provvedimento semplice, ma capace di avere 
un impatto significativo sulla fiducia dei consumatori. La trasparenza norma-
tiva, infatti, non solo riduce i rischi di inganno, ma crea un linguaggio comune 
che permette alle aziende di muoversi in un quadro condiviso, evitando inizia-
tive isolate e incoerenti. In questo senso, i policymaker non impongono un 
vincolo burocratico, ma costruiscono un’infrastruttura di fiducia, in cui la chia-
rezza diventa un diritto del consumatore e una responsabilità delle imprese. 

Tuttavia, come sottolineato dalla letteratura, la trasparenza non può essere 
intesa come un rimedio automatico. Come indicato in precedenza, diversi studi 
hanno evidenziato che la disclosure dell’uso dell’AI, se formulata in maniera ec-
cessivamente tecnica o poco accessibile, rischia di avere effetti controintuitivi, 
alimentando diffidenza e percezioni di rischio anziché rafforzare la fiducia 
(Ngo, 2025). Questo cosiddetto “paradosso della trasparenza” indica che l’ob-
bligo di segnalare l’uso dell’AI deve essere accompagnato da strategie comuni-
cative che rendano l’informazione comprensibile e rilevante per l’utente. 

Inoltre, è importante distinguere tra trasparenza algoritmica e trasparenza 
normativa. La prima riguarda la possibilità di comprendere i processi interni 
che guidano le decisioni dell’AI, mentre la seconda si concentra sull’obbligo 
istituzionale di dichiarare quando e come l’AI è stata utilizzata. Come mostrano 
Park e Yoon (2024), la trasparenza può funzionare come un meccanismo di 
segnalazione (signaling) organizzativa, in grado di mitigare atteggiamenti nega-
tivi verso l’AI e di rafforzare la fiducia degli utenti anche in contesti di diffi-
denza di fondo. Allo stesso tempo, la trasparenza normativa non è priva di 
sfide. Come osserva Cheong (2024), gli obblighi di disclosure devono trovare un 
equilibrio tra esigenze di chiarezza verso i cittadini e vincoli legati alla comples-
sità tecnica, alla protezione della proprietà intellettuale e alla riservatezza dei 
dati. In assenza di tale bilanciamento, la trasparenza rischia di trasformarsi in 
un requisito formale, incapace di incidere realmente sulla fiducia e sulla legitti-
mazione sociale dell’AI. 

Alla luce di queste considerazioni, diventa evidente che i policymaker non 
devono limitarsi a introdurre obblighi minimi di trasparenza, ma devono anche 
garantire che tali obblighi siano costruiti in modo da risultare comprensibili, 
pertinenti e adattati ai diversi pubblici. Solo così la trasparenza normativa potrà 
davvero assolvere la sua funzione: non quella di un mero adempimento buro-

Copyright © 2025 by FrancoAngeli s.r.l., Milano, Italy. ISBN 9788835184737



110 

cratico, ma quella di una risorsa istituzionale capace di alimentare la fiducia, 
ridurre le asimmetrie informative e favorire un’adozione di GenAI che sia per-
cepita come socialmente legittima. 

 
 

6.3.3. Educazione pubblica e alfabetizzazione etico-digitale 
 

Infine, un terzo ambito di intervento riguarda l’educazione pubblica. Le 
preoccupazioni raccolte nei capitoli precedenti hanno mostrato come molti 
consumatori si sentano spaesati di fronte alla rapidità con cui GenAI sta tra-
sformando le loro vite. Il rischio è che la distanza cognitiva tra chi progetta 
queste tecnologie e chi le utilizza si traduca in diffidenza, paure e resistenze. 

In letteratura, questo divario è spesso discusso in termini di “AI literacy”, 
ossia l’insieme di competenze necessarie a conoscere, comprendere, utilizzare 
e valutare i sistemi di intelligenza artificiale, inclusa la loro dimensione etica 
(Ng et al., 2021). Non si tratta soltanto di insegnare come usare uno strumento, 
ma di fornire ai cittadini strumenti critici per interpretare la tecnologia e riflet-
tere sulle sue implicazioni sociali, politiche ed ecologiche. 

In questo senso, i policymaker hanno la possibilità di promuovere pro-
grammi di alfabetizzazione etica e digitale, capaci di colmare questa di-
stanza. Campagne di sensibilizzazione, percorsi educativi nelle scuole e nelle 
università, collaborazioni con associazioni di consumatori e iniziative di divul-
gazione pubblica rappresentano strumenti efficaci per diffondere un’“alfabe-
tizzazione critica dell’AI”, che non si limiti alle competenze tecniche ma in-
cluda la capacità di riconoscere bias, discriminazioni e disuguaglianze poten-
zialmente generate da queste tecnologie (Veldhuis et al., 2025). 

La letteratura recente sottolinea inoltre come l’educazione etica all’AI stia 
emergendo come disciplina autonoma, capace di supportare cittadini, studenti 
e professionisti nello sviluppare un approccio riflessivo e responsabile all’uso 
dell’intelligenza artificiale (Wiese et al., 2025). Particolarmente rilevante è il 
ruolo della scuola primaria e secondaria, dove diversi studi hanno evidenziato 
l’importanza di introdurre percorsi di alfabetizzazione all’AI che integrino di-
mensioni tecniche, sociali ed etiche fin dall’età più giovane (Yim e Su, 2025). 

Un consumatore educato non è un consumatore passivo, ma un attore in 
grado di riconoscere il valore e i rischi di GenAI, partecipando così a un dialogo 
costruttivo con brand e istituzioni. L’alfabetizzazione pubblica, quindi, non è 
soltanto un obiettivo educativo, ma una condizione necessaria per la costru-
zione di fiducia e per la legittimazione sociale di GenAI. 
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6.4. Direzioni future di ricerca: dal consumatore all’ecosistema 
 

La riflessione proposta in questa monografia mette in evidenza come Ge-
nAI non sia soltanto un’innovazione tecnologica, ma anche un fenomeno so-
ciale ed etico che influenza profondamente il comportamento dei consumatori. 
Tuttavia, i risultati presentati costituiscono soltanto un primo passo verso una 
comprensione sistematica del fenomeno. È quindi fondamentale che la comu-
nità scientifica continui a indagare questo tema, ampliando le prospettive teo-
riche e metodologiche e approfondendo il legame tra etica, consumo e tecno-
logie emergenti. 

In particolare, un futuro programma di ricerca dovrebbe seguire una traiet-
toria che parte dall’analisi delle differenze tra segmenti specifici di consumatori, 
prosegue con l’indagine delle dinamiche relazionali tra brand e pubblico e, in-
fine, si estende a contesti settoriali di particolare sensibilità sociale. Questo or-
dine riflette un passaggio graduale dal livello micro (il consumatore indivi-
duale), al livello meso (la relazione con le imprese), fino al livello macro (le 
istituzioni e i settori chiave della società). 

 
 

6.4.1. Segmenti specifici di consumatori 
 

Un primo possibile filone di ricerca riguarda l’analisi dei diversi segmenti di 
consumatori. I risultati qualitativi e sperimentali raccolti in questa monografia 
suggeriscono la presenza di atteggiamenti ambivalenti, ma non è detto che que-
sta ambivalenza si distribuisca in maniera uniforme tra tutti i gruppi di popo-
lazione. Ad esempio, studi recenti mostrano come la Generazione Z sviluppi 
percezioni peculiari dell’uso dell’AI in contesti di consumo digitale, caratteriz-
zate da maggiore familiarità tecnologica ma anche da vulnerabilità legate alla 
fiducia e alla capacità critica (Bunea et al., 2024).  

Altre ricerche evidenziano che le differenze socio-demografiche e culturali 
incidono in modo significativo sulla propensione ad accettare prodotti o servizi 
potenziati dall’AI. In particolare, studi recenti mostrano che le motivazioni e 
le preoccupazioni legate all’uso dell’AI variano a seconda sia delle caratteristi-
che individuali (come, ad esempio, il livello di apertura, il bisogno di connes-
sione sociale, la propensione alla riflessione cognitiva) sia del contesto culturale 
(Frank, 2024). Ad esempio, i benefici legati alla possibilità di instaurare con-
nessioni sociali con l’AI risultano predittori importanti di adozione, ma assu-
mono un peso diverso in base al profilo del consumatore: gli individui più soli 
o più estroversi sono più attratti dal potenziale “relazionale” della tecnologia, 
mentre coloro che hanno un forte bisogno di cognizione tendono a esprimere 
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maggiori preoccupazioni sulla sicurezza e privacy. Inoltre, le comparazioni 
cross-culturali dimostrano che nei Paesi individualisti, come gli Stati Uniti, pre-
vale la motivazione all’uso legata al guadagno di tempo personale, mentre nei 
contesti più avversi al rischio, come il Giappone, sono le preoccupazioni etiche 
a pesare maggiormente sulle intenzioni d’uso. 

Oltre alle differenze generazionali e culturali, risultano interessanti anche i 
segmenti di consumatori eticamente orientati o gli attivisti digitali, che tendono 
ad attribuire un peso maggiore a questioni di giustizia sociale e ambientale ri-
spetto ad altri gruppi. La letteratura di marketing etico sottolinea infatti come 
l’AI venga valutata in base alla coerenza con valori e principi etici, evidenziando 
che l’orientamento valoriale dei consumatori può incidere in modo sostanziale 
sull’adozione delle tecnologie (Hari et al., 2025). 

Studiare come variabili socio-demografiche (età, livello di istruzione, cultura 
di provenienza) e psicografiche (valori, orientamento etico, propensione all’in-
novazione) influenzino la percezione di GenAI permetterebbe dunque di ela-
borare strategie più mirate sia per i brand sia per i policymaker, riducendo il 
rischio di approcci generalisti che non tengano conto delle differenze di sensi-
bilità e di aspettative tra i vari pubblici. 

 
 

6.4.2. Dinamiche relazionali tra brand e consumatori 
 

Un secondo fronte di ricerca, strettamente collegato ai risultati emersi, ri-
guarda le conseguenze dell’uso di GenAI sulla relazione tra brand e consumatori. 
I dati qualitativi hanno messo in luce come fiducia, trasparenza e coerenza valo-
riale siano dimensioni centrali nel giudizio dei consumatori, mentre i risultati spe-
rimentali hanno confermato il ruolo cruciale delle emozioni e degli atteggiamenti 
nel plasmare la propensione all’uso. Da ciò deriva la necessità di indagare più a 
fondo come le scelte aziendali in tema di adozione di GenAI influenzino non 
solo la percezione di autenticità, ma anche la legittimazione etica del brand. In 
un’ottica di marketing etico, le dinamiche relazionali assumono un rilievo deci-
sivo: GenAI diventa parte del “contratto simbolico” tra impresa e consumatori, 
in cui non conta soltanto ciò che la tecnologia fa, ma come viene utilizzata, co-
municata e inserita all’interno di un quadro valoriale condiviso. 

In particolare, futuri studi potrebbero approfondire diversi aspetti. Un 
primo ambito riguarda l’effetto della disclosure dell’uso di GenAI sulla fiducia e 
sulla soddisfazione relazionale dei consumatori. Ricerche recenti hanno mo-
strato che la trasparenza tecnologica può rafforzare o indebolire la relazione a 
seconda delle modalità con cui viene comunicata (Park e Yoon, 2024), sugge-
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rendo la necessità di esplorare più in dettaglio i meccanismi che collegano disclo-
sure, fiducia e soddisfazione del cliente. 

Un secondo filone di indagine potrebbe concentrarsi sulle strategie comu-
nicative più efficaci per rassicurare i clienti rispetto a temi sensibili come giu-
stizia sociale, privacy o autenticità dei contenuti. Non si tratta solo di “infor-
mare” i consumatori, ma di capire quali forme di dialogo possano generare un 
senso di responsabilità condivisa e alimentare la percezione di un brand etica-
mente coerente. 

Infine, un terzo tema di ricerca riguarda il ruolo dell’etica percepita come 
leva competitiva. È cruciale comprendere se e in che misura i brand che inte-
grano principi di AI Ethics by Design e che comunicano in maniera trasparente 
godano di maggiore fiducia, fedeltà e advocacy rispetto a quelli che adottano un 
approccio più opaco. Studiare queste dinamiche consentirebbe non solo di ar-
ricchire la letteratura sul marketing etico, ma anche di fornire indicazioni con-
crete alle imprese che vogliono governare la trasformazione tecnologica senza 
compromettere il legame di fiducia con i propri consumatori. 

In tal senso, comprendere le dinamiche relazionali tra brand e consumatori 
rappresenta un passaggio imprescindibile per tradurre le preoccupazioni etiche 
in strategie di valore condiviso. 

 
 

6.4.3. Estensione ad altri settori 
 

Infine, è utile sottolineare che la presente indagine si è focalizzata su scenari 
di consumo generici, con l’obiettivo di cogliere la percezione complessiva di 
GenAI da parte dei consumatori. Tuttavia, vi sono ambiti applicativi — come 
la sanità, l’istruzione, i servizi pubblici o la giustizia — in cui le implicazioni 
etiche assumono un rilievo ancora maggiore. In questi contesti, la posta in 
gioco non riguarda soltanto l’autenticità o la trasparenza percepite, ma la qua-
lità stessa della vita delle persone, l’accesso ai diritti fondamentali e la fiducia 
nelle istituzioni. 

Ad esempio, nel settore sanitario, la diffusione di GenAI apre scenari pro-
mettenti in termini di diagnosi e supporto decisionale, ma solleva al contempo 
preoccupazioni circa la privacy dei dati, i bias nei modelli e la responsabilità 
clinica. Una recente revisione sistematica ha messo in luce come tali questioni 
siano già centrali nel dibattito bioetico, sottolineando la necessità di valutazioni 
rigorose per garantire che l’uso di GenAI migliori l’assistenza senza compro-
mettere i diritti dei pazienti (Ning et al., 2024). Allo stesso modo, studi empirici 
mostrano che persino tra i professionisti della salute vi è cautela e diffidenza: i 
medici tendono a giudicare negativamente i colleghi che utilizzano GenAI 
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come strumento decisionale, con implicazioni sulla fiducia professionale e sul 
riconoscimento della competenza percepita. Tuttavia, i risultati indicano che 
queste valutazioni negative possano essere mitigate dall’utilizzo di GenAI 
come ausilio, in veste di strumento di controllo (Yang et al., 2025). 

Anche nel campo dell’istruzione l’uso di GenAI è percepito come un terreno 
sensibile. Se da una parte può arricchire l’esperienza didattica e personalizzare l’ap-
prendimento, dall’altra rischia di accentuare disuguaglianze e di ridurre lo sviluppo 
del pensiero critico negli studenti. Una recente review ha evidenziato che l’etica 
dell’AI in contesti scolastici deve affrontare questioni che vanno oltre l’efficacia 
didattica, includendo dimensioni di giustizia, equità e responsabilità sociale (Gou-
seti et al., 2025). Inoltre, alcuni studi sottolineano che la diffusione di GenAI nella 
scuola non riguarda soltanto la performance degli studenti, ma incide anche sulla 
formazione di cittadini capaci di sviluppare un approccio critico e consapevole alla 
tecnologia, con ricadute di lungo periodo sul tessuto democratico. 

Questi esempi dimostrano come l’estensione dell’analisi a settori sensibili 
non solo sia auspicabile, ma necessaria per comprendere appieno il ruolo di 
GenAI nella società. Indagare le percezioni dei cittadini e degli utenti in ambiti 
come la sanità, l’istruzione o la giustizia permetterebbe infatti di cogliere più da 
vicino il legame tra etica, consumo e beni pubblici fondamentali. In questo 
senso, anche in settori non tradizionalmente interpretati come mercati di con-
sumo, gli individui restano fruitori e destinatari di servizi che implicano scelte 
valoriali. Analizzare queste dinamiche contribuisce quindi a collocare l’espe-
rienza di GenAI all’interno di un più ampio ecosistema di consumo etico.  

Le implicazioni manageriali, di policy e di ricerca esposte nel presente capi-
tolo sono riassunte in Tabella 5. 

 
Tabella 5 – Implicazioni manageriali, di policy e di ricerca su GenAI 

Attori coinvolti Ambiti di intervento Azioni/strumenti proposti Obiettivi e benefici attesi 

Aziende Etichettatura etica Introduzione di label etiche che 
segnalino chiaramente quando e 
come un contenuto è generato da 
GenAI; disclosure accessibile e 
leggibile. 

Rafforzare la fiducia, aumentare la 
consapevolezza, posizionarsi come 
brand responsabili. 

Comunicazione 
trasparente 

Report periodici, codici etici, sezioni 
dedicate sui siti; strategie 
comunicative chiare e 
contestualizzate. 

Trasformare la trasparenza in un attributo 
positivo di marca, prevenire diffidenza e 
“paradosso della trasparenza”. 

AI Ethics by Design Integrazione di principi etici fin dalla 
progettazione (equità, inclusività, 
autenticità); strumenti operativi come 
“Ethics as a Service”. 

Anticipare rischi reputazionali, costruire 
esperienze coerenti con i valori, 
differenziazione competitiva. 
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Tabella 5 – Implicazioni manageriali, di policy e di ricerca su GenAI (segue) 

Policymaker Regolazione della 
filiera 

Standard condivisi lungo l’intero 
ciclo di vita di GenAI (dallo 
sviluppo tecnico all’uso da parte 
dei consumatori). 

Garantire dignità del lavoro, equità 
sociale, distribuzione giusta dei 
benefici. 

Obblighi minimi di 
trasparenza 

Regole di disclosure istituzionali; 
distinzione tra trasparenza 
normativa e algoritmica; 
linguaggio comprensibile e non 
tecnico. 

Creare infrastrutture di fiducia, ridurre 
rischi di inganno, favorire adozione 
legittimata. 

Educazione pubblica Programmi di AI literacy ed etica 
nelle scuole, università e 
campagne pubbliche; 
collaborazioni con associazioni. 

Ridurre l’asimmetria informativa, 
promuovere cittadini consapevoli e 
attivi, costruire fiducia sociale. 

Ricerca Segmenti di 
consumatori 

Analizzare differenze 
generazionali, culturali e valoriali 
nell’accettazione di GenAI. 

Elaborare strategie mirate, evitare 
approcci generalisti, supportare policy 
più inclusive. 

Dinamiche relazionali 
brand-consumatori 

Indagare disclosure, 
comunicazione etica e percezione 
di legittimazione del brand. 

Analizzare l’impatto di disclosure e 
strategie etiche sulla relazione di 
fiducia e sulla soddisfazione dei 
consumatori. 

Estensione ad altri 
settori 

Indagare le percezioni di GenAI in 
settori ad alta sensibilità sociale. 

Valutare l’impatto etico nei contesti più 
sensibili, con ricadute su diritti 
fondamentali e fiducia istituzionale. 

Fonte: elaborazione degli autori 
 
 
6.5. Riflessioni conclusive 
 

La riflessione sviluppata in questa monografia ha mostrato come l’intelli-
genza artificiale generativa non possa essere interpretata soltanto come una 
frontiera tecnologica, ma debba essere compresa alla luce delle sue implicazioni 
etiche e delle percezioni dei consumatori. L’analisi teorica e i risultati empirici 
hanno evidenziato che i valori etici costituiscono criteri fondamentali nel giu-
dizio dei consumatori e orientano le loro intenzioni di adozione. GenAI, 
quindi, non è valutata unicamente per l’efficienza che offre, ma per la sua coe-
renza con valori più ampi che definiscono il rapporto tra innovazione e società. 

In questo senso, il contributo principale del lavoro è stato quello di riportare 
al centro la prospettiva dei consumatori, spesso trascurata nel dibattito accade-
mico e istituzionale, dimostrando che le loro percezioni etiche non sono ac-
cessorie, ma decisive per la legittimazione sociale della tecnologia. 

Le implicazioni individuate per imprese, policymaker e comunità scientifica 
convergono verso una stessa direzione: costruire un ecosistema dell’intelli-
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genza artificiale generativo capace di bilanciare innovazione e responsabilità. 
Per le imprese ciò significa tradurre i principi etici in leve strategiche di fiducia 
e valore di marca; per i policymaker, creare regole e condizioni che rendano 
l’adozione socialmente sostenibile; per la ricerca, continuare a indagare i legami 
tra consumo, etica e tecnologie emergenti. 

In definitiva, GenAI rappresenta una sfida e un’opportunità: la sfida di af-
frontarne i rischi etici e sociali, e l’opportunità di orientarla verso forme di in-
novazione più giuste, inclusive e trasparenti. Collocare l’etica al centro dei pro-
cessi di sviluppo e consumo significa non soltanto mitigare le criticità, ma 
creare la condizione per trasformare l’innovazione tecnologica in valore umano 
e collettivo.  
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nibile di GenAI.
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